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from implementation to verification, from validation to identi-
fication, from numerics to visualisation (www.sne-journal.org).  
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Editorial  
Dear  Readers, This first issue of SNE Volume 35, 2025, SNE 35(1), shows the very broad area of modelling and simulation with 
conference post-publications from ASIM Symposium Simulation Technique2024 in Munich: from energy flow to imaginative robots, 
from carbon storage to container strategies, from west Nile virus to electric buses, from heat conduction to pruning, etc. 
And we come along with a novelty: SNE is licensed under Creative Commons Licence: ‘SNE - Simulation Notes Europe © 2025 by 
ARGESIM Vienna - ASIM/GI - EUROSIM is licensed under CC BY 4.0’. This CC BY license legally covers the regulations for the 
previous ARGESIM/ASIM/EUROSIM copyright, with main regulation ‘credit must be given to the creator’ in case of re-use of the 
paper (from CC BY 4.0). So the basic version of SNE and all SNE contributions are published with open access. For members of 
the societies we still additionally provide a member version (prev. ‘restricted access’, now ‘member access’) with advanced fea-
tures (colour, high-res, and in case of conference post-publications with references to slides, etc.) 
And furthermore, for postconference publications in SNE we clarify the differences to the conference publication by the attributes 
‘revised’ (typos, improved formatting), ‘improved’ (typos, improved formatting, minor reformulations), extended (typos, improved 
formatting, reformulations and extensions); in case of not-English conference publications the attribute ‘English version’ is added. 
I would like to thank all authors for their contributions, and many thanks to the SNE Editorial Office for layout, typesetting, elec-
tronic publishing, license update, and much more. And have a look at the info on EUROSIM-related simulation events this year: 
ASIM Conference in Dresden, I3M conference in Morocco, SIMS- EUROSIM conference in Stavanger, and WinterSim in Seattle. 

Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker@tuwien.ac.at 
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Thomas Schriber 
On December 31, 2024, Thomas 

Schriber, well-known simulationist 
passed away. Our modelling and sim-
ulation community has lost a pioneer 
in discrete modelling and simulation. 

Obituary from Ann Arbor  
Observer (short.) 

Thomas Jude Schriber passed away peacefully on Decem-
ber 31, 2024, at the age of 89 in his beloved “Little Ann Arbor 
Town,” surrounded by his immediate family.  

In the hundreds of condolences received, the words used 
most often to describe Tom are kind, thoughtful, generous, and 
gentle. He was warm and jovial and consistently put other peo-
ple first. His legacy lives on through his loving family, aca-
demic contributions, the countless students he inspired, and the 
warmth he brought to all who knew him. 

Born on October 28, 1935, in Flint, Michigan, Tom was 
raised in East Tawas and Rogers City. A pioneering figure in 
business information technology and simulation science, he 
dedicated his life to education and innovation. Tom’s academic 
journey began at his beloved Notre Dame, where he graduated 
Magna Cum Laude with a BS in Chemical Engineering in 1957. 
He then earned his MSE in 1958, MA in 1959, and PhD in Chem-
ical Engineering in 1964 from the University of Michigan. 

Tom’s teaching career started at Eastern Michigan Univer-
sity in 1963 as Assistant Professor and Director of its Academic 
Computer Center. In 1966, he joined the Business School at the 
University of Michigan, where he spent five decades shaping 
minds and advancing simulation science. Rising through the 
ranks, he became Assistant Professor in 1966, Associate Pro-
fessor in 1969, and Professor of Business Information Technol-
ogy in 1972. His expertise took him around the world as a Vis-
iting Scholar at Stanford University, the Swiss Federal Tech-
nical University, and the National University of Singapore. 

Tom’s research focused on discrete-event simulation, a 
methodology for building computer-based systems models and 
conducting experiments to understand system behaviour. His 
work included modeling language design, model verification 
and validation, system visualization through animation, statis-
tical design of experiments, and output analysis. He made sig-
nificant contributions to the logical foundations of simulation 
software, variance-reduction techniques, and applications in 
manufacturing and transportation systems. 

Recognized for his excellence by INFORMS with both the 
Simulation Society’s Distinguished Service Award and its Life-
time Professional Achievement Award, Tom was also known 
for his kindness, infectious laugh, and ability to host a great 
cocktail party. He never missed sending an email for birthdays, 
anniversaries, weddings, or funerals, showing his deep care for 
personal connections. 

Tom’s passion for teaching was unmatched. At his final 
Thanksgiving dinner, when asked about his perfect day, he an-
swered without hesitation that it would be giving back-to-back 
lectures followed by office hours.  

He continued teaching at the University of Michigan Ross 
School of Business until age 80, touching thousands of stu-
dents’ lives during his 50-year tenure. 

Known for his methodical approach to decision-making 
(sometimes to a fault), Tom would often delay purchasing new 
technology, knowing something better would soon come to 
market. This led to his charming habit of using older models 
until they became obsolete. His family fondly remembered his 
careful deliberation over restaurant menus, reading them aloud 
to patient waiters while searching for the perfect choice. 

Source:  
https://annarborobserver.com/thomas-jude-schriber/ 
 

Thomas Schriber – ASIM and SNE 
Thomas Schriber also visited Magdeburg University, Institute 

for Simulation. On one of these occasions he came in contact with 
ASIM, initiated by Prof. Peter Lorenz, ASIM Honorary Member  – 
and he became ASIM member in 1993. In ASIM, he has stimulated 
work on discrete event simulation, and underlined the importance 
of teaching, for students, but also for simulation professionals. He 
was also publishing in SNE. So, he has authored in 1996 the SNE-
ARGESIM benchmark ‘Canal-and-Lock System, which stimulated 
many SNE publication.  

ASIM and SNE have lost a pioneer in modelling and simula-
tion, and an enthusiastic teacher in this area. 

 
Thomas Schriber – Personal Remark 

Via Magdeburg and ASIM Thomas Schriber also got contact 
with our Modelling and Simulation Group at TU Wien. We could 
arrange at TU Wien courses on discrete-event modelling using with 
GPSS/H given by him. And in 1995, he was Invited Speaker at our 
EUROSIM 1995 Congress, organised by ARGESIM and ASIM at 
TU Vienna – the picture below shows him with his wife on occa-
sion of the welcome reception. 

Thomas Schriber stimulated also my work and teaching in dis-
crete modelling and simulation, and related publications in simula-
tion. And in my library, there still stands not only the classic edition 
of his ‘Simulation with GPSS’ with yellow cover, but also the Rus-
sian edition, with red cover. Thomas Schriber was a beacon for me 
– personally and in profession. 

 
Felix Breitenecker, EiC SNE 
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Abstract.   In recent times, a specific number of eco-
industrial parks have emerged as a viable solution to 
address the escalating environmental challenges. Within 
these industrial parks, factories engage in mutual inter-
action through the flow of materials and energy. By 
modeling the material and energy flow within an eco-
industrial park, we gain a comprehensive understanding 
of how resources circulate. This understanding not only 
provides strategic insights but also enables the identifi-
cation of optimization opportunities, fostering more 
efficient resource utilization, waste reduction, and signif-
icant cost savings. Therefore, this research focuses on 
modeling the material and energy flow in the park using 
the discrete event simulation technique. We will provide 
a detailed explanation of our modeling approach, outlin-
ing how we employ this method to optimize resource 
usage, reduce waste, and minimize the environmental 
impact of industrial activities within the park. As part of 
our research, we have also developed a simple virtual 
eco-industrial park example to validate and demonstrate 
the effectiveness of our modeling approach. This practi-
cal illustration will serve to showcase the real-world ap-
plicability and benefits of our research in creating more 
sustainable and efficient eco-industrial parks. 

Introduction 
In response to the increasing global environmental con-
cerns, eco-industrial park (EIP) has emerged as a proac-
tive and sustainable solution.  

EIPs are communities of manufacturing and service 
businesses collaborating to enhance environmental and 
economic performance through effective management 
of resources like energy, water, and materials. This 
collaborative approach seeks collective benefits greater 
than individual optimizations  [1]. The concept of EIPs 
has recently captured significant interest from both in-
dustry and academic research communities, much of the 
focus has been on the planning and design stages, with 
limited attention to operational parks [2-5]. Boix et al. 
provide a comprehensive literature review on the opti-
mization methods applied to the design of EIP [6]. As of 
2011, there were over 20,000 operational industrial 
parks globally [7], offering substantial opportunities for 
material, energy, and waste savings. However, research 
on operational parks has been limited, often targeting 
specific environmental issues rather than providing 
comprehensive analyses for optimization. For instance, 
one study utilized a Monte Carlo model to simulate 
wastewater treatments in an industrial park in China, 
focusing on reducing pollution [8]. 

This paper aims to bridge this gap by employing 
modeling and simulation techniques to thoroughly in-
vestigate an operational industrial park. By employing 
modeling techniques, we can comprehensively analyze 
the intricate interactions and processes within the park. 
The central activity in an EIP revolves around the phys-
ical exchange of materials, energy, and services. Effi-
ciently managing the flow of energy and materials is a 
cornerstone of any industrial park's operations. Prior to 
efficient management, the analysis and modeling of 
material and energy flow are essential. Consequently, 
this article places its primary focus on the simulation 
and modeling of energy and material flow within exist-
ing industrial parks, employing discrete event simula-
tion method (DES).  

SNE 35(1), 2025, 1-8,  DOI: 10.11128/sne.35.tn.10721 
Selected ASIM SST 2024 Postconf. Publication: 2024-12-10 
Received Revised: 2025-02-17; Accepted: 2025-02-25 
SNE - Simulation Notes Europe, ARGESIM Publisher Vienna 
ISSN Print 2305-9974, Online 2306-0271, www.sne-journal.org 
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Widely utilized in modeling, DES enables the study 

of systems that are discrete, dynamic, and stochastic [9]. 
It facilitates the simulation and understanding of how 
materials and energy traverse the system, providing 
valuable insights into resource management, waste re-
duction, and energy efficiency. A detailed explanation of 
our modeling approach will be provided, and a simple 
hypothetical park will be used to demonstrate the effec-
tiveness of our modeling techniques. 

The paper is structured as follows: a brief conceptual 
model is described in Section 1 while a more detailed 
formal model of material and energy flow are addressed 
in Section 2 and 3 respectively. The implementation and 
application of the simulation model are introduced in 
Section 4. The paper is concluded in the last section. 

1 Conceptual Model of Material 
and Energy Flow in EIP 

1.1 Eco-industrial Park 
In EIPs, common components typically include the 
factory infrastructure, material flow systems, and energy 
flow systems. These components are essential for the 
functioning of the park and its sustainable operations. 
Figure 1 illustrates a simplified EIP where multiple 
factories coexist. Suppliers from outside the EIP provide 
raw materials, and customers from outside the EIP con-
sume the final products manufactured within the park. 
Instead of solely relying on externally purchased raw 
materials, the factories within the EIP promote resource 
synergy by using outputs from neighboring factories as 
valuable raw materials. 

Moreover, in pursuit of sustainable waste manage-
ment, the EIP adopts waste-to-energy (WTE) technolo-
gy instead of depositing waste in landfills.  

Moreover, in pursuit of sustainable waste manage-
ment, the EIP adopts waste-to-energy (WTE) technolo-
gy instead of depositing waste in landfills.  

This process recovers energy from waste sources in 
the form of heat, electricity, or transport fuels [10], 
complemented by a dedicated power plant within the 
park. This integrated approach minimizes environmental 
impact and provides a valuable energy source for the 
park's factories, promoting eco-friendly solutions and 
reducing reliance on external energy sources. Notably, 
in many cases, WTE plants are combined heat and pow-
er (CHP) producers [11]. In addition to WTE initiatives, 
the EIP enhances energy efficiency by incorporating 
CHP plants, known for simultaneously producing elec-
tricity and useful heat from a single fuel source. Unlike 
traditional power plants, CHP plants capture and utilize 
waste heat for heating and cooling applications, opti-
mizing energy utilization. 

1.2 Material and Energy flow in an EIP 
From the perspective of each factory, materials can be 
categorized into two aspects: input materials and output 
materials. Input materials encompass not only the raw 
materials acquired from external suppliers but also the 
innovative utilization of by-products and waste generat-
ed within one factory, fostering a symbiotic relationship 
with another.  
On the output side, factories yield main products that 
form the core of their operations, accompanied by valu-
able by-products and, inevitably, waste materials. In an 
industrial park, energy operates in two essential forms: 
electricity and heat. These dual components play a cru-
cial role in powering various processes and activities 
within the industrial complex. 

Material and energy flow refers to the 
movement, transfer, or transition of materi-
als and energy within a system or process. 
In the context of Industrial Park, the materi-
al flow contains the exchange of materials 
between factories and within a single facto-
ry. Between factories, material flow could 
be materials transition from the output stor-
age of one factory to the input storage of 
another. Within a factory, materials move 
from the input storage to the machines for 
processing. Once processed, the resulting 
output materials are routed to the output 
storage area, awaiting delivery to their re-
spective customers. 

 
            Figure 1: An EIP example. 
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When considering energy flow within the context of 

an industrial park, two distinct types can be identified. 
The first type involves energy carried along with mate-
rial flow. For instance, when an output material pos-
sesses a higher temperature and another factory within 
the park requires specific temperature conditions for its 
inputs. The second type of energy flow pertains to the 
energy generated by the power plant within the park. 
The energy produced by CHP is consumed by the vari-
ous factories and members operating within the indus-
trial park. It plays a crucial role in supporting the energy 
needs of the park's internal processes and activities. 

Material and energy flow control refers to the man-
agement, regulation, and optimization of the movement 
of materials and energy within EIP. Material and energy 
flow control encompasses decision-making at various 
stages of material and energy flow, addressing questions 
of what, where, when, and how materials and energy 
move within a system.  

Typical decision-making aspects in material and en-
ergy flow control include: 

• material and energy dispatching 
• supplier selection 
• alternative material choice 
• inventory management. 

These decisions are critical in optimizing the efficiency, 
sustainability, and cost-effectiveness of material and 
energy utilization within industrial processes. 

2 Formal Model of Material Flows 
2.1 Factory  
Factories or industrial facilities are common elements 
within EIPs, and they can be integrated into an input-
output model. Input-output modelling, having the ad-
vantage of tracing all primary inputs, wastes, by-
products, and main product flows of a production unit, 
is an appropriate tool for designing industrial symbiosis 
networks [12].   

Input and Output.  To ensure the production of 
high-quality products that meet user requirements, fac-
tories often rely on specific production recipes [12]. 
These recipes are represented by input ratios, which 
indicate the quantity of raw materials needed to produce 
one unit of the main product. However, due to uncer-
tainties in the production process or variations in raw 
material quality, these input ratios can exhibit stochastic 
behavior.  

Additionally, factories may have multiple options 
for each input. Equation (1) illustrates a scenario where 
a factory has three inputs, and for the first input, there 
are two alternative materials to choose from. The input 
ratio is denoted as 'r'. = × , , ,  

(1) 

Throughout the production process, input materials 
undergo a transformation, resulting in the generation of 
the main product, by-products, and waste materials. The 
output from each factory can be mathematically repre-
sented using the formula (2):  

1 2 3[   1 ]T

outputAmount productAmount

w w w
=

×
 (2) 

where the vector 'w' represents the output ratios. These 
ratios specify the quantities of by-products or waste 
materials produced in conjunction with one unit of the 
primary product. Given the intricate nature of the pro-
duction process, it is important to recognize that numer-
ous uncertain factors come into play. Furthermore, oc-
casional, random changes in output ratios may occur 
because of advancements in production technology. 

Inventory and production process. Input and 
output materials are typically stored within the factory's 
warehouse, with each type of material having its dedi-
cated inventory. Inventory management involves defin-
ing safety levels ( ) and target levels ( ) for each type 
of material. The purpose of these levels is twofold: 
1) To prevent production disruptions caused by a  

shortage of raw materials, the factory initiates the 
purchase of raw materials when the current inventory 
level ( ) reaches the safety level ( ), with the aim  
of restoring it to the target level ( ).  

2) To prevent overproduction, if the inventory of the pri-
mary product reaches the target level ( ), production 
within the factory is halted. Additionally, if the quanti-
ty of waste exceeds the available inventory capacity, 
any excess material is disposed of in a landfill.  

In our production setup, each factory has a maximum 
production capacity denoted as Cm, representing the 
highest achievable monthly or yearly production vol-
ume. Factories typically operate at a target capacity 
level, denoted as Ct, where Ct is less than or equal to Cm. 
The actual capacity, denoted as C, may vary due to fac-
tors such as machine breakdowns, worker absences, and 
other operational fluctuations.  
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Specifically, the actual capacity can change as fol-

lows:   C = C +  , where  represents either a capacity 
loss or gain. Production planning follows a level strate-
gy, assuming customer demands ( d ) equal to the target 
capacity ( d = Ct ). A production plan specifies the 
quantity of products to be completed on a weekly or 
monthly basis, which then generates a material require-
ment plan divided into daily or shift-based schedules. 
These schedules are transmitted to the shop floor as 
manufacturing orders. The shop floor accepts and 
schedules items within the manufacturing orders for 
processing. Individual machines are consolidated into a 
single machine, and the processing time ( p ) for one 
item is calculated as  p = 1/C . If raw materials for a 
particular item are insufficient, the item enters a queue 
following the "first in, first out" (FIFO) rule, ensuring 
items are processed in the order they arrived. 

2.2 Material Flow 
Material flows are governed by specific protocols that 
dictate when and how materials are moved within the 
system. Each type of material adheres to its own set of 
rules and procedures. This section outlines three types of 
material flow protocols: pushing, purchasing, and order-
ing. Purchasing and ordering fall under pulling protocols, 
involving requesting materials as needed, while pushing 
protocols supply materials without direct requests. 

Before detailing material flow protocols, let's intro-
duce the batch concept, which is widely employed by 
manufacturers to optimize production. In our model, 
batches take various forms. Production batches, defined 
in the production planning system, are subdivided into 
smaller process batches (manufacturing orders) on shop 
floors, each containing multiple jobs. Suppliers deliver 
products in delivery batches, while customers order in 
order/purchase batches, typically multiples of the deliv-
ery batch. 

Pushing. In this protocol, the produced material is 
directly delivered to customers as soon as a delivery 
batch is assembled, as depicted in Figure 2. When one 
process batch is produced in one factory, the output 
inventories of this factory will be updated. Push events 
happen regularly in the factory to check if the amount of 
output inventories is enough to form a delivery batch. If 
sufficient material is available, it's transported to the 
chosen customer. However, if no customers can accept 
the delivery batch due to capacity constraints, and the 
supplier's output inventory reaches its limit, excess ma-
terial may be discarded if it's considered waste. 

Purchasing and Ordering.  

Both purchasing and ordering are fundamental pulling 
protocols utilized in different manufacturing contexts. 
Purchasing is typically employed in make-to-stock fac-
tories, where materials are stored in warehouses until 
customers make purchases.  

On the other hand, ordering is prevalent in make-to-
order factories, where customers initiate orders that 
suppliers then produce and deliver.  

In both protocols, regular events are triggered based 
on inventory levels. When the inventory reaches a safe-
ty level, actions are taken to restore it to the target level. 
Supplier selection policies are often employed to opti-
mize decision-making when multiple suppliers are 
available.  

The order details are then transmitted to the selected 
supplier's planning system, and the production process 
begins. Ultimately, orders may be split into process 
batches, and delivery occurs once the required quantity 
is fully produced.  

The choice of protocol depends on the type of mate-
rials involved. For instance, waste materials are typical-
ly not subject to purchase, and by-products cannot be 
ordered.  

The applicable protocols between external suppliers, 
customers, and factories are outlined in Table 1 below. 

 

 

Figure 2: Pushing protocol of material flows. 
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Material From To Protocols 

Products Supplier Factory Purchasing 

Products Factory Customer Purchasing 
/Ordering 

By-products Factory Customer Purchasing 

Waste Factory Disposal pushing 

Products Factory Factory 
Purchasing 
/Ordering 
/Pushing 

By-products Factory Factory Purchasing 
/Pushing 

Waste Factory Factory Pushing 
 

Table 1: Possible protocols between suppliers, factories, 
and customers. 

3 Formal Model of Energy Flow 
in an EIP 

In our study, we focus on energy flow which concerns the 
consumption of energy generated by the CHP system by 
the factories located within the park. It illustrates how the 
energy produced by the CHP system is efficiently utilized 
by the diverse factories operating within the park. This 
energy flow serves as the central and indispensable com-
ponent of the park's overall energy dynamics. In the fol-
lowing section, we will provide an in-depth explanation 
of our approach to modeling this specific energy flow 
which can be broken down into three fundamental com-
ponents: power station, power consumption, and power 
scheduling. We will elaborate on our approach from the 
perspective of each of these components. 

3.1 Power Station 
The CHP power station element is modeled within a 
formal factory framework, distinguished primarily by its 
output type. Unlike traditional factories producing phys-
ical materials, the power station generates both heat and 
electricity. Its main input material comprises waste ma-
terials generated by other factories within the park. In 
instances where these waste materials are insufficient, 
the model seamlessly integrates external raw materials 
like coal to maintain uninterrupted operations. Addi-
tionally, our model includes parameters to configure the 
total number of available power generators, and the 
capacity allocated to each individual generator within 
the power station. 

 
Figure 3: Area cutting algorithm. 

3.2 Power Consumption 
Each factory's power requirement is closely tied to its 
production needs and is represented as a tuple (factory, 
start time, end time, requested power). This structured 
format signifies that within the specified time frame, the 
factory requires a specific supply of power, as quanti-
fied by the requested power value. In our study, power 
consumption is managed through the application of an 
area cutting algorithm, as depicted in Figure 3.  

This algorithm operates by representing each power 
request as a rectangular area on a graph. The length of 
the rectangle corresponds to the duration of the power 
request, which is calculated based on its start and end 
times. Meanwhile, the width of the rectangle represents 
the amount of power requested. Concurrently, the power 
production of the station is graphically depicted as an 
upper black line over discrete time periods. 

Upon initiation of a power request, the algorithm 
compares its time frame with the periods of power pro-
duction at the station. This comparison determines 
whether the request falls within a single period or spans 
across multiple periods. To enhance accuracy, the peri-
ods of power production are further divided into smaller 
segments based on the start and end times of the re-
quest. For each power request, the algorithm updates the 
remaining power for the relevant segments from the 
start time to the end time of the request. This ensures 
precise tracking of power utilization during specific 
time intervals.  

Subsequent power requests undergo a similar pro-
cess, where their time frames are compared with refined 
station periods from previous requests, and remaining 
power is updated accordingly. 



Xie et al.   Modeling Material and Energy Flow in an Eco-industrial Park using DES 

6        SNE 35(1) – 3/2025 

T N 
3.3 Power Scheduling 
To optimize energy utilization, the implementation of 
power scheduling is a key strategy. This strategic ap-
proach encompasses determining the quantity of power 
to be generated and strategically coordinating how indi-
viduals or organizations utilize this power. 

 
Figure 4: Energy scheduling strategy. 

Our initial energy management strategy, as depicted in 
Figure 4, comprises several steps. Firstly, the number of 
generators to be activated is determined. Factories de-
velop production plans over a specified time frame, 
typically a week or a month, while simultaneously cre-
ating power usage plans. These plans are transmitted to 
the center controller, which then calculates energy re-
quests based on them, aggregating all requirements. The 
center controller formulates a power production plan, 
considering energy requests and the power station's 
capacity, including input material constraints and gener-
ator availability. This plan specifies how many genera-
tors should be activated for the upcoming period. 

Next, we select users in a way that 
minimizes unused power, similar to 
solving a knapsack problem with a 
limit on planned power. Following 
factory selection, we proceed to sched-
ule jobs, determining the start time for 
each. This decision can be made by 
either evenly distributing the starting 
times or assigning them randomly 
throughout the planned period. The 
final step in this energy scheduling plan 
focuses on improving the schedule de-
rived from earlier steps, a rehearsing 
technique is used here.  

A virtual power station is set up to check and im-
prove the existing schedule. In this phase, jobs that are 
already scheduled request power according to the initial 
schedule. If there isn't enough power available to meet a 
job's power requirements, that specific job is excluded 
from the pre-determined scheduling. 

4 Implementation and 
Application 

In this section, we have used a virtual and simplified 
industrial park as an illustrative example to demonstrate 
our modeling approach. We made this choice due to our 
constraints in obtaining data from a specific real-world 
industrial park. We utilized simulation software, specifi-
cally AnyLogic, to create this example, which is depict-
ed in Figure 5. 
In this example, Factories 1 and 5 serve as primary 
manufacturing facilities within the EIP, while the up-
stream two factories act as suppliers of raw materials to 
support the main factories. Factories 3 and 4 are respon-
sible for managing the waste generated by the main 
factories. All waste from these factories is directed to a 
central power station within the park, which generates 
energy to support the park's members. 

To provide context for this example, several assump-
tions were made: Material flows between factories fol-
low a 'push' protocol. When multiple input sources are 
available, materials from upstream factories take prece-
dence over those from external suppliers. Factories ac-
quire materials from external suppliers through a pur-
chasing process rather than traditional ordering. The 
target inventory level equals the inventory capacity. The 
safety inventory level is maintained at a quantity 
equivalent to a 30-day supply of throughputs. 

 
Figure 5: Instance of an EIP Created Using AnyLogic. 



Xie et al.   Modeling Material and Energy Flow in an Eco-industrial Park using DES 

SNE 35(1) – 3/2025       7 

T N 
It's worth noting that while the power station utilizes 

recycled waste to generate energy, its output may not 
always meet the energy needs of all park members. 

4.1 Experiment of Material Flow 
The experiment on material flow aimed to establish an 
efficient dispatching policy for scenarios where a single 
material is shared among multiple customer factories, 
common in industrial symbiosis networks.  
The application employed various dispatching policies: 

(1) Random dispatching. 
(2) Directing materials to factories with the highest 

available inventory.  
(3) Allocating materials based on the ratio of  

available inventory to capacity.  
(4) Assigning materials to factories maximizing 

main product output.  
(5) Allocating materials to minimize main product 

output.  
(6-9) Allocation based on maximum requirements 

lookahead up to three planning periods. 

The KPIs used to evaluate the different policies are 
divided into three categories: total waste disposal, total 
sales, and external requirements, which denote econom-
ic and environmental objectives. "Total waste disposal" 
refers to waste disposal across all factories within the 
park. Specifically, "Total Sale 1" represents the main 
product amounts that can be sold by factories 1 and 5, 
while "Total Sale 2" represents the main product outputs 
of factories 3 and 4. "External requirements" refer to the 
number of raw materials purchased by factories 1, 3, 
and 4 from external suppliers. The simulation results of 
these evaluations are presented in Figure 6. 

The simulation results emphasize the effectiveness 
of scenario 6, "maximal requirement lookahead 0," in 
minimizing waste disposal. Prioritizing factories with 
high demand for waste material reduces excess disposal. 
Conversely, scenario 2, the "available inventory-based 
rule," leads to higher waste disposal due to surplus allo-
cation to plants with substantial available inventory. 
Regarding "total sales 1" and "total sales 2," scenario 3, 
the "available inventory ratio-based rule," proves most 
effective. This suggests that downstream factories can 
meet input material requirements, reducing production 
stoppages, enhancing throughput, and increasing sales. 
Scenario 4 performs worst for the total external re-
quirement KPI.  

 
Figure 6: Experiment results of the material flow control. 

This is likely due to consistently directing waste materi-
als to the factory with the highest material transfor-
mation ratio, forcing other factories to purchase external 
materials for production. Overall, the simulation pro-
vides valuable insights into how different policies im-
pact waste disposal and sales performance. 

4.2 Experiment of Energy Flow 
In this experiment, the simulation duration spans 10 
weeks, with each planning period structured as a one-
week timeframe, totaling 10 planning periods. The ob-
jective was to optimize energy utilization in each plan-
ning period. Table 2 presents the outcomes of the exper-
iment for each planning period. It includes details such 
as the selected factories, indicating which factories were 
chosen to utilize the energy produced by the internal 
power station during the respective period.  

 

Plan  
period 

Selected 
factories 

Scheduled 
jobs ratio 

Energy 
utilization 

1 0,1,4,5 0.81 0.66 
2 1,3,5 0.72 0.62 
3 0,1,2,5 0.77 0.69 
4 2,5 0.69 0.68 
5 0,1,2,4,5, 0.78 0.75 
6 2,4,5 0.59 0.65 
7 2,4 0.80 0.67 
8 1,2,5 0.66 0.63 
9 0,1,2,3,4,5, 0.82 0.79 
10 3,5 0.77 0.79 

Table 2: Experiment results in each period. 
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The scheduled jobs ratio represents the proportion of 

scheduled jobs compared to the total planned jobs 
across all factories. Additionally, the energy utilization 
ratio denotes the percentage of energy consumed by the 
scheduled jobs relative to the total energy generated by 
the power station. 

5 Conclusion  
In response to escalating environmental concerns, EIPs 
have emerged as innovative and sustainable solutions 
for industrial development. Given this context, effective 
management becomes imperative for these industrial 
parks. To pave the way for such management, a com-
prehensive understanding of the dynamic interactions 
and processes within EIPs is crucial. Material and ener-
gy flows are the primary representations of interactions 
among factories. Consequently, this paper employs dis-
crete event simulation techniques to model the intricate 
material and energy flows within the park, providing a 
detailed account of our model's construction. 

Through our modeling efforts, we aim to optimize 
the allocation and distribution of resources within these 
parks, with a specific emphasis on waste reduction and 
the maximization of energy utilization. The outcomes of 
our study can provide practical guidance for eco-
industrial park management and policy development, 
ultimately contributing to a more sustainable and envi-
ronmentally responsible industrial landscape.  

While our primary emphasis remains on existing op-
erational parks, it is worth noting that our modeling 
approach can also be adapted to the planning phase of 
industrial parks, providing a means to evaluate the ad-
vantages of establishing industrial symbiosis.  

Despite our comprehensive approach, it's important 
to note that, in this study, our management efforts are 
limited to a simple energy schedule. A more refined 
strategy is required. Therefore, our future research will 
specifically concentrate on energy scheduling, aiming to 
develop strategies that optimize energy utilization 
through production scheduling. 

Publication Remark. This contribution is the revised 
version of the conference version published in Tagungsband 
Langbeiträge ASIM SST 2024, ARGESIM Report AR 47, 
ISBN ebook: 978-3-903347- 65-6,  
p 27-34, DOI: 10.11128/arep.47.a4718 
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Abstract. This research paper comprehensively reviews
current carbon capture and storage (CCS) and carbon
capture and utilization (CCU) technologies with the aim
of developing a metamodel to make the different ap-
proaches comparable. Furthermore, the study examines
the different pathways of the technologies in a life cycle
analysis (LCA) concerning their efficiency in terms of car-
bon footprint. The analysis shows that some processes
are highly energy-intensive, underlining the need for re-
newable electricity to minimize CO2 emissions. However,
the study also points out several challenges, including
in-complete data and unknown variables that hinder the
im-plementation and evaluation of these technologies.
In addition, the criticisms and limitations associated with
CCS and CCU stress the need for further research and
development in this critical area.

Introduction
The Paris Agreement [UnitedNations, 2015] is a crucial
milestone in global efforts to mitigate climate change
and underlines the urgent need for nations to work to-
gether to tackle greenhouse gas emissions. Carbon Cap-
ture and Storage (CCS), the process of trapping and
storing Carbondioxide (CO2) emissions, and Carbon
Capture and Utilization (CCU), the transformation of
CO2 into valuable products, are crucial technologies for
meeting the agreement’s ambitious targets. In CO2-
intensive industries like the cement industry, captur-
ing and mineralizing 1t of Carbondioxide equivalents
(CO2-Eq) could avoid over 1t of CO2-Eq emissions by
substitution of conventional production Ostovari et al.
[2020]. However, the pressing issue is how effectively
these technologies can fulfill current commitments and
drive progress.

their potential

to achieve the goals set out in the Paris Agreement.

While there is extensive research on the individual

aspects of these technologies, there still is a notable

gap in synthesizing this knowledge into a co-herent

framework. Therefore, our aim is twofold: to

consolidate the existing research into a comprehensive

overview by developing an over-all meta-model and to

assess the collective potential of CCS and CCU to meet

global emission reduction targets in terms of their car-

bon footprint, evaluated by a Life Cycle Assessment

(LCA). In addition, our analysis will highlight exist-

ing data gaps and areas that require further investiga-

tion, thereby contributing to the ongoing discourse on

climate change mitigation strategies.

1 Meta-Model
A model is required to execute a LCA calculating the
environmental impact of technologies and processes.
LCAs of carbon mineralization face the challenge of
modeling many different processes and materials sim-
ply and comparably. For this reason, we developed a
simplified meta-model. The model should consider the
complexity of the various processes and feedstocks in-
volved in carbon mineralization.

Problems creating a meta-model
Carbon mineralization involves various processes
depending on the technology and feedstock used.
These processes in lude CO2 capture, the reaction of
CO2 with mineral materials, the transport of materials
and products, the pretreatment of feedstocks, the
further processing of products, and the utilization of
electric energy, heat, and water.

Modeling these processes in a single comprehensive
LCA model can be highly complex and resource-
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Some of the specific modeling issues we encountered

during this study are:

Technology pathways: various technologies and

approaches to carbon mineralization can differ greatly

in their processes, materials, and environmental im-

pacts. Modeling this diversity requires the development

of a flexible model that can accommodate the different

technologies without becoming too detailed.

Feedstock diversity: Feedstocks for carbon miner-

alization can vary widely and include natural minerals

(like olivine or serpentine), waste products (like steel

slag, ashes, etc.), and CO2 from various sources. Each

feedstock has different properties and requires differ-

ent processes and conditions to optimally capture CO2.

The model must analyze the varying environmental im-

pacts resulting from the different resources and energy

amounts required by each feedstock.

Interactions between processes: The various car-

bon mineralization processes interact in complex ways

that influence the system’s overall performance and en-

vironmental impact. These interactions must be inte-

grated and simplified into the model to enable a holistic

assessment.

Requirements for the meta-model

Simplification: The developed meta-model should

reduce the complexity of carbon mineralization by

eliminating unnecessary details and boundary effects.

The goal was to abstract the different processes of the

various pathways at a superordinate level and to

sum-marise sub-processes.

Comparability: The meta-model should enable the

comparability between different technologies and feed-

stocks by using consistent processes and a common

functional unit as an assessment reference to quantify

the relevant environmental impacts.

Parameterization: It should be possible to parame-

terize the meta-model to enable the variation of relevant

variables such as energy consumption, input quantities,

and outputs. In this way, the user can execute various

scenarios and sensitivity analyses to investigate the

ef

Development of the simplified meta-model

A detailed literature review has been elaborated, but

cannot be included in this paper for reasons of space.

Based on this review we analyzed various existing

LCAs of CCS/CCU processes concerning the technolo-

gies, feedstocks, and process steps described. The rele-

vant processes were determined based on these LCAs

and the described models. The goal was to identify the

intersections between the different models and de-

termine generally applicable processes for the various

pathways. The identified processes for the meta-model

are feedstock supply, CO2 capture, pre-treatment, car-

bonation, and post- processing. With the help of these

processes, we derived an initial model that serves as the

basis for the LCA analysis which is shown in Figure 1.

Carbonation itself and the necessary pretreatment are

the main processes at the center, accompanied by

feedstock supply and CO2-supply-processes on the in-

put side and the post-processing on the output side. A

possible utilization of end-products is not covered by

the proposed meta-model because no meaningful gen-

eralising model assumption can be made at this point

due to the large number of usage options. The next step

was to implement this model in the LCA-software Um-

berto [ifu, 2024] to carry out the LCA for various car-

bon mineralization pathways.

2 Life Cycle Assessment
LCA is a method used to comprehensively analyze a

product’s or technology’s environmental impact over

its life cycle. The ISO 14040 and ISO 14044 [ISO,

2020a,b] standardize and describe the procedure and

structure of an LCA. Despite being standardized, LCAs

in the field of carbon mineralization are challenging to

compare, as critical factors such as the functional unit,

system boundaries, and individual processes can be se-

lected differently. For this reason, a guideline for imple-

menting LCAs for carbon capture was used as a basis

for this study [Müller et al., 2020].

Goal and scope The main objective of this LCA is

to quantify and compare the environmental impact of

different carbon mineralization processes with the de-

veloped meta-model. Therefore, testing the meta-model

with actual data is another study objective. The assess-

ment concentrates on the carbon foot-print caused by

Wittmann et al. T N 
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Developed meta-model for LCA

Such a comparison helps drive the development

and implementation of environmentally friendly car

bon capture technologies and, thus, significantly

contribute to reducing global CO2 emission. Carbon

mineralization is an approach for per-manently storing

carbon by reacting and binding carbon dioxide in a

stable mineral form [Stokreef et al., 2022]. For this

reason, we defined the functional unit in this study as

1t of CO2 bound by a carbonization process. This

choice provides a direct and comparable bench-mark

for assessing different carbon capture technolo-gies

and processes. With this definition of the func-

tional unit, we can cross-check the CO2 emissions from

all activities during the mineralization. If the emissions

are less than 1t of CO2 eq per tonne of bound CO2, we

can state that the emissions are net-negative, i.e., the

process removes CO2 from the atmosphere.

The system boundaries of this LCA were defined

to consider the direct environmental impacts of the

carboniza- tion processes. It was decided not to include

the use of potential end products that could result from

carbonization processes in this analysis. This focus al-

lows a more accurate assessment of the carbonization

technologies’ environmental impacts without being dis-

tracted by variable application contexts, use scenarios

and substitutions. The CO2 supply was included in the

system boundary, as the process of CO2 supply can re-

quire a huge amount of energy and is, therefore, a deci-

sive factor in determining the environmental impact of

carbon mineralization.

sources were con

sidered in this study: direct air capture and point

sources (such as industrial facilities like power plants

and factories).

Umberto was used to implement the developed

meta-model and calculate the environmental impact. In

Umberto, the relevant process parameters and resource

inputs were mapped in the model (see supplementary

files). Figure 2 shows the implemented Umberto model.

To simplify the modeling in Umberto, we made the fol-

lowing assumptions:

• Identical transport (60km by lorry) for the feed-

stocks was assumed in all pathways

• Electricity generation based on the German elec-

tricity mix

• For comparison, label certified electricity from

Switzerland with renewable energies

• Heat from natural gas

• Non-existent extraction of olivine and serpentine

in Umberto was replaced by a comparable process

of limestone extraction

2.1 Life cycle inventory and data situation

We had to obtain reliable data for different carbon min-

eralization pathways for the analyses on the developed

meta-model. Own measurements or actual data from a

company were not available. For this reason, we ana-

lyzed the data from LCAs found in the literature review
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Developed model for LCA in Umberto

This data research results in a collection of data

presented in several tables, sorted according to the

processes described in the meta-model (see

supplementary files).

For further investigation, we found data on

various technology pathways (direct and indirect). It

was also important to consider data for dif-ferent

feedstocks, as different feedstocks used to have a

considerable influence on the mass balances of inputs

and outputs. Data was found for olivine, serpentine, and

various waste materials such as steel slack [Bargiacchi

et al., 2020, Digulla and Bringezu, 2023, Müller et al.,

2020, Naraharisetti et al., 2017, Ostovari et al., 2020,

Sanna et al., 2012, 2014, William Oconnor et al., 2005].

In addition to the data collected, various libraries

and markets were used in Umberto to enable realistic

modeling of the energy requirements [ecoinvent, 2023]:

• market for transport, freight, lorry 16-32 metric

ton, EURO6 [RER]

• market for lime [RER]

• market for electricity, medium voltage [DE]

• market for electricity, medium voltage,

label-certified [CH]

• market for heat, district or industrial, natural gas

[Europe without Switzerland]

• market for water, ultrapure [RER]

(only for serpen-tine )

• market for blast furnace slag [GLO]

(rotary packed bed pathway)

During the data research, we identified several issues

and challenges:

Up-to-date data: Up-to-date data is essential to

correctly map technological developments and trends

to obtain meaningful results in the LCA. Our data re-

search revealed that in some cases, only older data (for

example William Oconnor et al. [2005]) is available for

individual processes and that this data formed the ba-

sis for various other LCAs found in the literature re-

view [compare Ostovari et al., 2020, Naraharisetti et al.,

2017, Kremer et al., 2022]. We must critically question

whether this data is still meaningful today and reflects

the current state of the art.

Accessibility of the data: In our data research,

we have encountered problems with restricted access to

specific datasets or data not being published in full.

Reasons for this could be data protection, commer-

cial interests, or other legal and administrative reasons.

Due to the limited data available, we could not guaran-tee

completeness across all carbon mineralization path-ways

in our LCA. We could only map and analyze the
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Accuracy: The accuracy of the data is crucial, as in-

correct or inaccurate information can lead to false con-

clusions. That applies, in particular, to data on the in-

puts and outputs of the individual processes and on en-

ergy consumption. As we have not measured any data,

we have to rely on third-party information for the data

we use. Note that some of the data come from experi-

ments under laboratory conditions [Wang and Maroto-

Valer, 2011, Bodénan et al., 2014, Fabian et al., 2010,

Romão et al., 2012]. For this reason, we can only make

limited statements about our results for industrial and

scaled applications where other conditions may exist.

Consistency: Data consistency is a critical factor

in comparing different studies, technologies, and loca-

tions. As already described, there is the problem that

sometimes only limited data can be retrieved, or data is

only available for individual processes. For this reason,

we combined our data from different sources. This re-

sults in a loss of consistency, as data generated under

different conditions and for different purposes is corre-

lated and summarized.

2.2 Life cycle impact assessment

The created meta-model enables the modeling of dif-

ferent CCS methods but builds on a limited data situ-

ation. In order to obtain meaningful results with the

meta-model, we attempted to perform the impact anal-

yses with data that was as coherent as possible. For this

reason, this impact assessment focused on modeling the

five pathways described in Ostovari et al. [2020]. We

implemented the meta-model with the modeling soft-

ware Umberto LCA+.

Carbonation occurs in the direct pathway with a

continuously stirred tank reactor (CSTR) without any

intermediate steps. The pre-treatment and carbonation

conditions depend on the feedstock. Data for olivine

and serpentine were available in the study. Olivine is

mined and prepared by grinding and milling in the pre-

treatment stage. In the subsequent carbonization, the

pulverized olivine reacts with water and CO2 from the

CO2 supply. After that, the results undergo further pro-

cessing in the post-processing stage. The procedure

with serpentine is the same except for the pre-treatment

stage. Magnetic separation isolates the iron, and heat

treatment is required. The pathway OlivineCSTR100 is

based on the study by Eikeland et al. [2015]. The path-

way SerpentineCSTR115 described in Ostovari et al.

These sources also investigate the direct process us-

ing a rotary-packed bed reactor (RPB). This RPB often

uses steel slack as a feedstock. Steel slack is a waste

product in various industries, requiring no additional

extraction process. After grinding, it can react with

CO2. The RPB process offers several advantages, in-

cluding using off-gas containing 15-20% CO2 instead

of pure CO2. Furthermore, the waste product steel slack

is utilized as feedstock, resulting in possible cost and

energy savings [Ostovari et al., 2020, Pan et al., 2015].

In addition to these direct concepts, Ostovari et al.

[2020] describe two indirect pathways examined in this

study using the meta-model. These are the Nottingham

pathway and the AA pathway. Serpentine is usually

the feedstock for both of these pathways. Pre-treatment

and post-processing in the AA pathway correspond to

the direct concepts, while it takes intermediate steps in

the carbonation. The serpentine reacts with ammonium

sulfate in a solid-solid reaction, and the actual reaction

with CO2 follows afterward [Romão et al., 2012]. In the

Nottingham pathway, the actual carbonation also takes

place in two steps: first, an aqueous extraction and then

an aqueous carbonation. In the Nottingham process, the

feedstock supply and the pre-treatment stage are identi-

cal to the direct processes, as serpentine is also used as

feedstock here. One exception is heat treatment during

pre-treatment, which is unnecessary for the Nottingham

Pathway. During the carbonation, the serpentine ini-

tially reacts with ammonium bisulfate in an aqueous re-

action to generate a magnesium-rich solution that reacts

with CO2 in the second stage and binds the CO2. The

described Nottingham Pathway in Ostovari et al. [2020]

is based on Wang and Maroto-Valer [2011].

With the modeling, we aimed to analyze which pro-

cess is responsible for how much of the CO2 emissions.

The model was calculated once with the German elec-

tricity mix and heat from natural gas and once with a

green electricity mix. Due to the data availability, which

usually only contains energy consumption for a single

process, we analyzed only CO2 equivalence. However,

this does not mean that other influences are irrelevant;

instead, there is insufficient data to provide further in-

formation on other aspects.

Figure 3 shows the results for the German electric-

ity mix. The CO2 equivalence is positive in two meth-

ods, implying that the process produces more CO2 than

is stored. In the Rotary packed bed pathway, the CO2

equivalence for the feedstock supply is negative, as it

uses a blast furnace slag here.
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Umberto LCA+ rewards further use of this waste

product with a negative CO2 equivalence. For the

Nottingham Pathway and Rotary packed bed pathway,

no energy is required for the CO2 supply, as emissions

from point sources, such as indus-trial facilities, are

used here.

CO2-eq for different mineralization pathways with
German energy mix

We then calculated all five models using green electri

city. Due to the lack of a sustainable heat source in the

Ecoinvent database, we also used green electricity as

the heat source in these models. The results can be seen

in Figure 4. All energy-intensive processes now have

a significantly better CO2 equivalence, and all methods

store more CO2 than they emit. On the other hand, the

feedstock supply and transport processes still generate

almost the same amount of CO2 and are therefore re-

sponsible for a large proportion of CO2 emissions.

The latter happens because we include the pre-

chains in these steps using data from Ecoinvent. We

assume current rock extraction and transport condi-

tions, not future conditions, that could decarbonize

these steps.

In all models, CO2 is permanently bound in rock,

i.e., long-term storage. We did not investigate other

methods like producing e-fuels, which are burnt later

in their lifecycle, emitting CO2 again.

2.3 Life cycle interpretation

The results from diagrams 3 and 4 show that the energy-

intensive processes are responsible for the CO2-eq in

particular. Using renewable electricity can avoid a large

proportion of the CO2 emissions caused by the storage

of CO2. Until this is the case, CCS only makes limited

sense. The Nottingham pathway is particularly strik-

ing, as this process emits significantly more CO2 than

CO2-eq for different mineralization pathways with
renewable energy mix

That leads to the conclusion that CCS only makes

sense if the electricity mix is entirely renewable.

It is worth noting that there is an issue with the data

situation. For various process steps, data from differ-

ent sources, including data obtained in laboratory situa-

tions, were used in the analyzed studies. There needs to

be empirical data on how energy use in large commer-

cial systems will scale and develop.

3 Discussion
The LCA conducted in this study offers critical insights

into the environmental impacts of CCS and CCU tech-

nologies. It underpins the urgent need for sustainable

energy sources to power these technologies. Our find-

ings highlight the challenges we must address to maxi-

mize the potential of CCS and CCU in effectively miti-

gating CO2 emissions.

3.1 Energy Intensity and the Need for
Renewable Energy

One of the most significant challenges highlighted by

our analysis in Chapter 2.3 is the energy intensity of

current CCS and CCU processes. The dependency

on non-renewable energy sources not only undermines

the overall carbon footprint reduction but also raises

concerns about these technologies’ sustainability and

net environmental benefits. The transition to renew-

able energy sources is imperative to ensure that CCS

and CCU technologies contribute positively to climate

change mitigation efforts. This shift would align with

the global push towards decarbonization and enhance
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3.2 Data Gaps and the Importance of
Comprehensive Data Collection

As elaborated in Chapter 2.1, our study also reveals

sub-stantial gaps in the available data, particularly

regard-ing up-to-date information on the energy

consumption and environmental impacts of CCS and

CCU processes. These gaps hinder the ability to

make informed deci-sions and assess the

technologies’ viability and effec-tiveness. Therefore,

there is a pressing need for stan-dardized data

collection methods and increased trans-parency in

reporting to facilitate more robust and com-prehensive

LCAs. Our findings align with a consensus; most

papers examined in the literature review share that

collaboration among academia, industry, and regulatory

bodies is essential to establish uniform data collection

frameworks and databases.

3.3 Technological Innovation and Scalability

The tone of the examined papers in the detailed litera-

ture review also highlights the importance of technolog-

ical innovation in improving the efficiency and scalabil-

ity of CCS and CCU technologies. Advances in process

optimization, material sciences, and system integration

are critical to overcome current limitations and reduc-

ing costs. Furthermore, exploring novel CO2 capture

and conversion pathways could open up new avenues

for carbon utilization, thereby expanding the potential

applications and markets for CCU products. Continued

investment in research and development is crucial to ac-

celerating these innovations.

3.4 Policy Implications and the Role of
Incentives

The findings from our study show a need for supportive

regulatory frameworks and incentives to promote the

adoption and development of CCS and CCU technolo-

gies. Policies aimed at internalizing the cost of carbon

emissions, such as carbon pricing mechanisms, can en-

hance the economic viability of CCS and CCU. Addi-

tionally, targeted subsidies, tax incentives, and funding

for research and development can accelerate further de-

velopment.
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4 Summary
This research report examines various studies on CCU

and CCS. In addition to reviewing already completed

literature analyses, we conducted a literature search for

the years 2022-2024. Based on this, we created an

overview of the prevailing technology landscape. This

foundation enabled us to develop a meta-model and

conduct life cycle assessments on various technologies.

The LCA results show that the type of electricity used

significantly a ffects t he o verall e fficiency of th e tech-

nologies, especially in reducing the carbon footprint.

We identified n umerous c hallenges a nd p oints of

criticism. These include incomplete or outdated data,

methodological weaknesses, and a lack of research in

certain areas. Nevertheless, the analysis shows that

CCS and CCU could contribute to achieving the 1.5-

degree target of the Paris Agreement. The paper un-

derlines the importance of further research and devel-

opment in this area to fully exploit the potential of CCS

and CCU and achieve the goals of the Paris Agreement.

5 Outlook
Looking to the future of these technologies, it is clear

that despite the progress made in developing CCS and

CCU, there still needs to be more research. In partic-

ular, existing data gaps need to be closed to make in-

formed decisions about implementing and scaling these

technologies.

A key focus of future research should be on improv-

ing the accuracy and completeness of available data.

Achieving this demands increased collaboration be-

tween government agencies, research institutions, and

industry partners to establish uniform standards for data

collection and provide comprehensive data sets.

In addition, we need methodological improvements

to enhance the robustness of life cycle assessments and

better understand potential environmental, economic,

and social impacts. New modeling and simulation ap-

proaches could help capture the systems’ complexity

and provide more accurate results.
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Epidemics and infectious diseases are often described

using so-called compartment models in order to be able

to make the best possible, realistic predictions about the

course of the disease in larger population groups. A

population is divided into different groups ("compart-
ments") and the flow ( inflows an d ou tflows) between

these compartments is examined more closely. A clas-

sic compartment model is the SIR model according to

Kermack and McKendrick.

In [1] a detailed Covid model is developed and suc-

cessfully used in the context of model predictive con-

trol (MPC) in order to mitigate the COVID-19 outbreak.

The model was used with weekly updates of the param-

eters. Optimal mass-testing and age-dependent social

distancing policies were determined [1].

Here a theoretical investigation of the mathematical

properties of an autonomous version of this model is

performed. At the beginning the model is simplified

to one age class and enhanced with demography.

Therefore the following autonomous mathematical

compartment model is investigated in this research:

The associated ODE system with mass action incidence
is given by

Ṡ = Λ−βS[IS + IM + IA +T S +T O]−μS (1a)

Ė = βS[IS + IM + IA +T S +T O]− (γ +μ)E (1b)

İS = πSγE − (ηS +θ +μ)IS (1c)

İM = πMγE − (ηM +θ +μ)IM (1d)

İA = πAγE − (ηA +θ +μ)IA (1e)

Ṫ S = θ IS − (τS +μ)T S (1f)

Ṫ O = θ [IM + IA]− (τO +μ)T O (1g)

Ṗ = ηSIS + τST S − (ρ +μ)P (1h)

ḢICU = ρP− (σ +μ)HICU (1i)

ṘK = ηMIM + τOT O +σHICU −μRK (1j)

ṘU = ηAIA −μRU (1k)

S N E T E C H N I C A L N O T E



together with non-negative initial values

S(0) = S0,E(0) = E0, IS(0) = IS
0 , I

M(0) = IM
0 ,

IA(0) = IA
0 ,T

S(0) = T S
0 ,T

O(0) = T O
0 ,P(0) = P0,

HICU (0) = HICU
0 ,RK(0) = RK

0 ,R
U (0) = RU

0 . (1l)

The following compartments are introduced in [1]:

- S(t),E(t): Susceptible persons (S) accumulate af-

ter infection with the pathogen in a compartment

E (exposed), but are not yet infectious themselves.

- I(t) = IS(t) + IM(t) + IA(t): The infectious com-

partment I is divided into three classes depending

on the course of infection. A distinction is made

between severe cases IS, mild cases IM and asymp-

tomatic cases IA.

- T S(t),T O(t): Infectious persons have the opportu-

nity to be tested, in which we in turn differentiate

according to the course of the disease.

- P(t): Seriously ill people will either go directly to

a physician (P) and go into quarantine or only after

receiving a positive test result.

- HICU (t): After isolation in P, severely ill persons

are transferred to an intensive care unit HICU .

- R(t) = RK(t)+RU (t): The compartment of recov-

ered individuals R is divided into two classes de-

pending on the course of infection: individuals

who have actually been identified as infected are

collected in RK (known), the other ones recover in

a natural way without having previously been iden-

tified as diseased (RU - unknown).

Parameters Description

β > 0 infection rate

γ > 0 average incubation time γ−1 in days

πS > 0 Proportion of severely ill patients

πM > 0 Proportion of mildly ill patients

πA > 0 Proportion of asymptomatic patients

θ ≥ 0 Test rate (Tests spread in U per day)

ηS > 0 Recovery rate for severe course

ηM > 0 Recovery rate for mild course

ηA > 0 Recovery rate for asymptomatic

course

τS > 0 Rate at which tested persons recover

(severe)

τO > 0 Rate at which tested persons recover

(others)

ρ > 0 average duration of isolation ρ−1

σ > 0 average length of stay in ICU σ−1

Model parameters

Starting from our IVP (1), it is important that the

biological relevance of the solutions is ensured. This

requirement on the mathematical model is fulfilled by

the positive invariance shown below:

Theorem: The non-negative orthant R≥
11

0 is a positive
invariant set.

Proof: The r.h.s. of the ODE is quasipositive. Apply

Theorem 4.2.2 in Prüss, Wilke [2], pp. 83–84.

The total population N(t) := ∑i
11
=1 zi(t) fulfills the initial

value problem

Ṅ = Λ−μN, N(0) = N0,

where N0 := S0 +E0 + IS
0 + IM

0 + IA
0 +T S

0 +T O
0 +P0 +

HICU
0 +RK

0 +RU
0 .

Its solution N(t) = Λ/μ + e−μt(N0 −Λ/μ) converges

monotonically with t → ∞ to N∞ := Λ/μ .

Therefore N(t)≤ K := max(N0,N∞).

This proves, that the polytop Ω := {z ∈R
11
≥0|N(t)≤ K}

is a positive invariant set of the IVP (1).

In order to finally erstand action een

the individual compartments, we need an overview

of the meters modelled in Table 1.

Set πS +πM +πA = 1 and U := S+E + IS + IM + IA +

RU . All constants in Table 1 are non-negative.

We decompose all compartments into the vector x =

(E, IS, IM, IA,T S,T O) of infected compartments and the

remaining compartments y = (S,P,HICU ,RK ,RU ). All

compartments are denoted by z = (x,y).
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The next step is to ensure that there is indeed a solution

of the IVP:

Theorem: The initial value problem (1) has a unique

solution for t ∈ [0,∞[.
Proof: On the compact set Ω the IVP is globally

Lipschitz continuous, due to the polynomial r.h.s. of

the ODE. Apply Picard-Lindelöf.

Without loss of generality we set Λ = N0 · μ = μ for

N0 = 1, this implies N∞ = 1 and K = 1. This choice

means that the total population at all times is constant

equal to 1 and therefore fractions of the population are

considered.

Our next goal is to calculate a next-generation basic re-

production number according to [3]. For that we need

the existence of a disease-free equilibrium of our ODE,

which can be easily seen:

If μ > 0 , then there exists a unique disease-free

equilibrium EDFE with compartiment S = 1 := N and

all other compartments equal to zero.

Using the decomposition of the compartments the ini-

tial value problem

ż = h(z), z(0) = z0

is rewritten as

ẋ = f (x,y) = F (x,y)−V (x,y), x(0) = x0,

ẏ = g(x,y), y(0) = y0

with

F (x,y) =

(
βS[IS + IM + IA +T S +T O]

0

)

V (x,y) =

⎛
⎜⎜⎜⎜⎜⎜⎝

(γ +μ)E
(ηS +θ +μ)IS −πSγE
(ηM +θ +μ)IM −πMγE
(ηA +θ +μ)IA −πAγE

(τS +μ)T S −θ IS

(τO +μ)T O −θ [IM + IA]

⎞
⎟⎟⎟⎟⎟⎟⎠
.

Let F = ∂F
∂x and V = ∂V

∂x . We will postpone the evalu-

ation of the Jacobian matrices at the coordinates of the

DFE to a later time.

The Jacobian matrices are given in this application by

F =
∂F

∂x
=

(
0 βS βS βS βS βS

0

)

V =
∂V

∂x
=

⎛
⎜⎜⎜⎜⎜⎜⎝

r1 0 0 0 0 0

−πSγ r2 0 0 0 0

−πMγ 0 r3 0 0 0

−πAγ 0 0 r4 0 0

0 −θ 0 0 r5 0

0 0 −θ −θ 0 r6

⎞
⎟⎟⎟⎟⎟⎟⎠

with r1 = γ +μ, r2 = ηS +θ +μ,r3 = ηM +θ +μ,
r4 = ηA +θ +μ,r5 = τS +μ,r6 = τO +μ .

For the next-generation matrix we need

V−1 =

⎛
⎜⎜⎜⎜⎜⎜⎝

r−1
1 0 0 0 0 0

m1 r−1
2 0 0 0 0

m2 0 r−1
3 0 0 0

m3 0 0 r−1
4 0 0

m4 m6 0 0 r−1
5 0

m5 0 m7 m8 0 r−1
6

⎞
⎟⎟⎟⎟⎟⎟⎠

where m1 =
γ

γ+μ
πS

ηS+θ+μ ,m2 =
γ

γ+μ
πM

ηM+θ+μ ,

m3 =
γ

γ+μ
πA

ηA+θ+μ ,m4 =
γ

γ+μ
πS

ηS+θ+μ
θ

τS+μ ,

m5 =
γ

γ+μ

(
πM

ηM+θ+μ
θ

τO+μ + πA

ηA+θ+μ
θ

τO+μ

)
,

m6 =
θ

(τS+μ)(ηS+θ+μ) ,m7 =
θ

(τO+μ)(ηM+θ+μ) ,

m8 =
θ

(τO+μ)(ηA+θ+μ) .

The next-generation-matrix is computed as

K = FV−1 = βS
(

K1 0 0 0 0 0

∗ 0

)T

with

K1 =
γ

γ +μ
·
( πS

ηS +θ +μ
+

πM

ηM +θ +μ

+
πA

ηA +θ +μ
+

πS

ηS +θ +μ
θ

τS +μ
+

+
πM

ηM +θ +μ
θ

τO +μ
+

πA

ηA +θ +μ
θ

τO +μ

)
.

The spectral radius of K is given by ρ(K) = β S · K1,

since K is a triangle matrix.



is given by

R0= ρ(K)|DFE= β N · K1
N
=
=1 β · K1.

In order to analyze the stability of our DFE (0,y0), it’s

helpful to write the partitioned linearized ODE as

ẋ = J1|DFE · x + J2|DFE · (y − y0)

ẏ = J3|DFE · x + J4|DFE · (y − y0).

The relevant Jacobian matrices are given by

J1=
∂
∂ x

f and J4=
∂
∂

g
y , an easy computation shows

J2|DFE=
∂
∂ y

f |DFE= 0.

Note that F ≥ 0 (componentwise) and V is a regular M-

matrix, since V −1 exists and V −1 ≥ 0 (component-
wise). Therefore −J1|DFE = (V − F)|DFE is a regular

splitting due to Varga [4] p. 95, Def. 3.28.

Additionally we know [3, 4]:

If R0 < 1, then J1|DFE has only eigenvalues with nega-

tive real part.

If R0 > 1, then J1|DFE has at least one eigenvalue with

positive real part.

The matrix J4|DFE has eigenvalues with negative real

part, a simple calculation gives the eigenvalues−μ,−(ρ
+ μ) and −(σ + μ).

Applyication of the linearization theorem gives the

result a). A more complicated argument is required in

order to prove b).

Theorem: The considered Covid model has the follow-

ing properties:

a) If R0 < 1, then the DFE is locally asymptotically

stable.

b) If R0 > 1, then the DFE is instable.

Next we need a left eigenvector ωT of the non-negative

matrix V−1F to the eigenvalue R0 ≥ 0.

This yields ωT =
(
0 1 1 1 1 1

)
, where the E-

component takes the value 0. Thus, the linear convex

Lyapunov function on Ω̄ is given by

Q(x) = ωTV−1x =
(
K1 q1 q2 q3 q4 q5

) · x,
with q1 = 1

ηS+θ+μ + θ
(τS+μ)(ηS+θ+μ) ,q2 = 1

ηM+θ+μ +
θ

(τO+μ)(ηM+θ+μ) ,q3 =
1

ηA+θ+μ + θ
(τO+μ)(ηA+θ+μ) ,q4 =

1
τS+μ ,q5 =

1
τO+μ .

One can show, that the DFE is the largest invariant

set in the set given by Q(x) = 0. Then apply LaSalle [6].

Theorem: The considered Covid model has the follow-

ing properties:

If R0 < 1, then the DFE is globally asymptotically

stable inΩ̄.

Finally, we will consider numerical solutions for the

ODE system. Two scenarios are investigated: with test-

ing and without testing.

Consider the following IVP:

E0 = 0.01, S0 = 1−E0 = 0.99, I0
S = ...= R0

U = 0

The following parameter selection for the age group of

15- to 60-year-olds was taken from [1]:

Parameter Value

β 0.63

γ 0.19

πS 0.31
100

πM 22.01
100

πA 77.68
100

ηS 0.25

ηM 0.25

ηA 0.17

τS 0.75

τO 0.92

ρ−1 10.98

σ−1 10.5

Following an idea of Shuai/van den Driessche [5] we

compute a linear convex Lyapunov function for the case

with R0 < 1 in order to analyze the global stability of

our DFE.

According to [5], we have to analyze first when f̃ (x,y)
= (F − V )|DFE · x − F (x,y) + V (x,y)≥ 0 on a

positive invariant set. For our model only the first

component of f̃ is not equal to zero, more precisely

f̃1(x,y) = β ·(N−S) · [IS+IM+IA+T S+T O]. Thus our

positive invariant set isΩ̄ = {z ∈ R≥
11

0|N(t)≤ N∞} ⊂ Ω.
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We set μ = 1
365·20 . Unfortunaly, problems occur with

the numerical solutions, because the solution curves

leave the positive invariant set Ω for a very large t value

(see Figure 2).

n implicit stiff integrator can fix this problem (see

Figure 3).

For the scenario without testing R0≈ 3.44 holds.

Finally, consider test measures with θ = 0.4. The nu-

meric solutions can be seen in Figure 4.

For this scenario we obtain a basic reproduction number

of R0≈ 1.54

θ = 0.4

We investigate now our model without demography, we

set μ = Λ = 0.



In contrast to the first model, this time there are pe-

culiarities in the calculations for R0. Firstly, by anal-

ogy with the previous considerations, it can be shown

that the non-negative orthant R11
≥0 and the set Ω̃ := {z ∈

R
11
≥0 | ∑11

i=1 zi = 1} are positive invariant for our second

ODE.

Next, we need to ensure the existence of a DFE: the

difference to the first model is that this equilibrium

point is no longer unique. Simple calculations together

with the positive invariance provide that all disease-

free-equlibria fulfill the equation S̃+ R̃K + R̃U = 1.

Therefore, there will be no unique basic reproduction

number. The calculation of R0 is similar to that of the

first model: We get the same formulas as before, only

with Λ = μ = 0.

We obtain the next-generation-matrix

K = FV−1 = βS
(

K2 0 0 0 0 0

∗ 0

)T

with

K2 =
πS

ηS +θ
+

πM

ηM +θ
+

πA

ηA +θ
+

πS

ηS +θ
θ
τS

+
πM

ηM +θ
θ
τO +

πA

ηA +θ
θ
τO .

β Rwith
0 Rwithout

0

0.1 0.545411144346408 0.546221176470588

0.4 2.18164457738563 2.18488470588235

0.8 4.36328915477126 4.36976941176471

model only the first component of f̃ is not equal to zero,

more precisely f̃1(x,y) = β · (S̃ − S) · [IS + IM + IA +
T S +T O]. Thus, we can consider a Lyapunov function

on our positive invariant set Ω̃ only for S0 ≤ S̃≤N∞ = 1,

since the S-component is monotonically decreasing.

Once again we get ωT =
(
0 1 1 1 1 1

)
, where

the E-component takes the value 0. Thus, the linear

convex Lyapunov function is given by

Q(x) = ωTV−1x =
(
K2 q1 q2 q3 q4 q5

) · x,
where q1,q2,q3,q4,q5 are given by the same formulas

as before with μ = 0.

Finally, we will consider again a numerical solution

with the same parameter selection as in the previous

simulations. We implement no testing (θ = 0) and set

S̃ = lim
t→∞

S(t)≈ 0.0358718761871864. The numeric so-

lutions can bee seen in Figure 5:

For this scenario R0 ≈ 0.123 holds.

The spectral radius of K is given by ρ(K) = βS ·K2.

Finally, the next generation basic reproduction number

is given by R0 = ρ(K)|DFE = β S̃ ·K2.

Depending on the initial values of the unknown DFE-

components, we calculate the limit value of S and

choose it as S̃.

Another observation is that for S̃= 1=N and μ → 0 the
basic reproduction numbers of both models coincide,

which can be seen approximately for μ = 365
1
·20 in the

following table:

In contrast to the inclusion of demography in the first

model, the linearization theorem cannot be used to in-

vestigate the local asymptotic stability of the DFE, since

the corresponding matrix J4|DFE has the eigenvalue 0.

Instead, we can again calculate a linear convex Lya-

punov function for the case with R0 < 1 of our DFE.

Again we have to analyze when the function f̃ (x,y) =
(F −V )|DFE ·x−F (x,y)+V (x,y)≥ 0. For our second
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Finally, we examine the second model again, which we

now expand to include another age group. The respec-

tive new infections now no longer depend only on the

infected persons of the own age group, but also on those

in the other age group, since contacts between popula-

tion groups are taken into account.

In Figure 6 we see the mutual influence of the two age

groups: The blue and purple arrows describe the influ-

ence on the new infections of the other group (orange).

The grey arrows indicate the previous influence on the

new infections of the own age group.

This extension of the model also changes the differen-

tial equation system, which doubles due to the addi-

tional compartments of the other age group. The ODE

structure is the same for both groups:

We obtain for i = 1,2 the ODE system

.
Si =−

2

∑
j=1

βi jSi[IS
j + IM

j + IA
j +T S

j +T O
j ] (2a)

.
Ei =

2

∑
j=1

βi jSi[IS
j + IM

j + IA
j +T S

j +T O
j ]− γEi (2b)

.

IS
i = πS

i γEi − (ηS +θi)IS
i (2c)

.

IM
i = πM

i γEi − (ηM +θi)IM
i (2d)

.

IA
i = πA

i γEi − (ηA +θi)IA
i (2e)

.

T S
i = θiIS

i − τST S
i (2f)

.

T O
i = θi[IM

i + IA
i ]− τOT O

i (2g)
.
Pi = ηSIS

i + τST S
i −ρPi (2h)

.

HICU
i = ρPi −σHICU

i (2i)
.

RK
i = ηMIM

i + τOT O
i +σHICU

i (2j)
.

RU
i = ηAIA

i (2k)

together with non-negative initial values.

The calculation of the basic reproduction number now

becomes a bit more complicated, the structure of the

matrices changes a little compared to the second model.

As before, due to the missing demography, we have the

peculiarity of the non-unique DFE, so again we have

to select an arbitrary equilibrium point with S̃1 + S̃2 +
R̃K

1 + R̃K
2 + R̃U

1 + R̃U
2 = 1 . In the following calculations,

the corresponding placeholders are used again without

presenting a detailed calculation option for the missing

components as before.

We decompose the x-ODE using

F (x,y) =

⎛
⎝∑2

j=1 β1 jS1[IS
j + IM

j + IA
j +T S

j +T O
j ]

∑2
j=1 β2 jS2[IS

j + IM
j + IA

j +T S
j +T O

j ]

0

⎞
⎠

and

V (x,y) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

γE1

γE2

(ηS +θ1)IS
1 −πS

1 γE1

(ηS +θ2)IS
2 −πS

2 γE2

(ηM +θ1)IM
1 −πM

1 γE1

(ηM +θ2)IM
2 −πM

2 γE2

(ηA +θ1)IA
1 −πA

1 γE1

(ηA +θ2)IA
2 −πA

2 γE2

τST S
1 −θ1IS

1

τST S
2 −θ2IS

2

τOT O
1 −θ1(IM

1 + IA
1 )

τOT

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

2
O− θ2(I2

M+ I2
A)

Both functions have values in R
12 and their entry

struc-ture is identical to that of the base model.

The big Jacobian matrices are not included, since noth-



The next-generation matrix does not require all entries

for the spectral radius, it has the following structure:

K = FV−1 =

⎛
⎜⎝R

(S1,π1)
11 R

(S2,π1)
12

R
(S1,π2)
12 R

(S2,π2)
22 0

∗ ∗

⎞
⎟⎠ ,

where

R
(Sk,πl)
i j = βi jS̃k ·

(
πS

l
ηS +θl

+
πM

l
ηM +θl

+
πA

l
ηA +θl

+
πS

l
ηS +θl

θl

τS +
πM

l
ηM +θl

θl

τO +
πA

l
ηA +θl

θl

τO

)
.

Next, K is a 12 × 12 matrix. For the spectral radius

one needs the eigenvalues of K, which in this case must

be calculated using the characteristic polynomial. The

Laplace expansion for determinants provides:

det(K −λ I) = λ 10 ·
[
λ 2 −λ

(
R

(S1,π1)
11 +R

(S2,π2)
22

)
+
(
R

(S1,π1)
11 R

(S2,π2)
22 −R

(S2,π1)
12 R

(S1,π2)
12

)]
Thus, K has ten times the eigenvalue 0 and the two

eigenvalues

R
(S1,π1)
11 +R

(S2,π2)
22 ±√

A
2

,

where

A =
(
R

(S1,π1)
11 +R

(S2,π2)
22

)2

−4
(
R

(S1,π1)
11 R

(S2,π2)
22 −R

(S2,π1)
12 R

(S1,π2)
12

)
.

Therefore the basic reproduction number is defined by

R0 :=
R

(S1,π1)
11 +R

(S2,π2)
22 +

√
A

2
.

If we start again from just one age group, then the fol-

lowing applies:

R := R
(S1,π1)
11 = R

(S2,π2)
22 , 0 = R

(S2,π1)
12 = R

(S1,π2)
12

and thus the basic reproduction number simplifies to

R0 = R,
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which corresponds to the original R0 of the second

model.

Finally, we see that for several age groups our R0 de-

pends on the contacts within and between the individ-

ual groups, which would have made intuitive sense even

without the calculations.

Enhancing the compartment model with demography

simplifies the computation of the basic reproduction

number. In this setting the disease free equilibria is

unique. In the model predictive control setting of the

original approach in [1] demography can be skipped,

the solutions of the initial-value problem are only

needed for one week, and demography changes the so-

lutions only slightly. The advice is to skip demography

in the model predictive control application if the time

horizon is short but to use demography for the computa-

tion of the basic reproduction number and the Lyapunov

function.

Publication Remark. This contribution is the revised 
version of the conference version published in 
Tagungsband Langbeiträge ASIM SST 2024, 
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Abstract.  The spatial and temporal trends of mosquito-
borne diseases have been shifting. Recently, there has 
been an increase in cases of West Nile Fever across Ger-
many. In this study, we investigated the spatial and tem-
poral risk of West Nile virus transmission in Bavaria using 
a mathematical model. The model incorporated epidemi-
ological, climatic, and bird distribution data. It generated 
spatially and temporally explicit graphs depicting the 
health states of mosquitoes and birds. Additionally, we 
produced risk maps identifying areas in Bavaria at height-
ened risk for West Nile virus transmission. 

Introduction 
West Nile fever is an illness triggered by West Nile virus 
(WNV), a single strand RNA arbovirus from the Flaviviri-
dae family and one of the most widely spread flaviviruses 
[1]. In 1937, the first case was isolated at West Nile district 
in Uganda and has since been occurred in all continents 
[2]. Although WNV normally circulates in a sylvatic cycle 
between mosquitoes and birds as hosts, mosquitoes can 
also spread the virus to humans and animals, including 
horses [2],[3]. Most of these animals and humans only ex-
perience mild viremia and are unable to serve as amplify-
ing hosts for the virus [4]. In 2018, the virus was for the 
first time detected in 12 birds and 2 horses in eastern Ger-
many [5]. The first human autochthonous case of the in-
fection was detected in 2019 near Leipzig [6]. Suitable cli-
matic conditions with high temperatures in summer was 
suspected to promote the spread of the virus. 

While mosquitoes tend to spread the virus locally, mi-
gratory birds are suspected to play a role in disseminating 
the virus over long distances to new areas [5].  

With information on bird surveillance for WNV, 
competence of vector mosquitoes and amplification suit-
ability of hosts, we were able to develop a climate-driven 
process-based mechanistic model calibrated with func-
tional traits of vector mosquito and host birds to predict the 
spatial and temporal risk of WNV infection in in Bavaria. 

1 Materials and Method 
We adopted a similar approach applied to show the spa-
tial and temporal pattern of WNV infection in Germany 
between 2018 and 2022 by Mbaoma et al, [7]. We applied 
the model in Bavaria and accounted for mosquito popu-
lation, pathogen transmission in migratory and residen-
tial birds.  

1.1 Materials 
Climate and bird data were used to parameterize and 
force the model adequately. Cases of WNV infection 
were collected from the Animal Diseases Information 
System database of the FLI from 2018 to 2022 [5]. Bird 
distribution data was collected from E-bird online data-
base [8]. Temperature, rainfall and humidity data used to 
drive our model were collected from E-OBS database [9].  

1.2 Model Description 
With a clear understanding of the entomology, life char-
acteristics, and functional ecology of both the WNV vec-
tor and its hosts, we used the mechanistic approach which 
was developed by Mbaoma et al., 2024 [7] to generate 
spatial and temporal predictions of potential WNV infec-
tion outbreak in Bavaria. 
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Figure 1: WNV epidemic model showing two sections  

depicting mosquito population and pathogen  
transmission between mosquito, resident bird and  
migratory bird with compartments:  
  Eggs ( ), Larvae (L ), Pupa (P  ), New adults ( ,  
  Host-seeking adults ( , Gravid adults ( ,  

  Ovipositioning adults ( ,  
  Older host-seeking adults ( , 
  Older gravid adults ( , Older ovipositioning adults ( , 

  Susceptible mosquitoes ( , Exposed mosquitoes , 
  Infected mosquitoes ( ,  
  Susceptible residential birds ,  
  Susceptible migratory bird , 
  Exposed residential birds ( ,  
  Exposed migratory birds ,  
  Infected residential birds ( ,  
  Infected migratory birds ( ,  
  Removed residential birds ( ,  
  Removed migratory birds , 
..Dead residential birds (  ,  
  Dead migratory birds ( . 
 
 

Mathematical epidemiology and population biology 
were used to formulate the fundamentals of the compart-
mental model driven by several ordinary differential 
equations. The model consists of two sections: the first 
describing mosquito population while the second de-
scribed pathogen transmission.  

As described in the paper by Mbaoma et al. [7], dis-
ease-free mosquito population was explained by the sev-
eral equations. 
 

1 /
1

 ( 1) 

 
The process of infection between mosquito and bird pop-
ulation is explained by the following sets of Ordinary dif-
ferential equations, with Equation 2,3 and 4 explaining 
health states of mosquitoes, migratory birds and residen-
tial birds respectively. 

 

 (2) 

 

1   (3) 



Mbaoma et al.   Mathematical Model for Risk Analysis of West Nile Virus Transmission 

SNE 35(1) – 3/2025        27 

S N 

1  (4) 

 
Cross infection between mosquitoes and amplifying 
hosts which are birds of interest was defined in Equations 
5 to 8. 

 

   (5) 

  (6) 

   (7) 

   (8) 
 
Basic reproductive number was computed based on the 
next-generation matrix approach applied in the precursor 
model by Mbaoma et al [7] using the equation below: 
   

 

 

1.3 State Variables, Parameters and 
Functions. 

All state variables, parameters and functions used to de-
velop this model, including calibration and validation 
processes have been described in a precursor publication 
for WNV epidemic model by Mbaoma et al. [7]. 

2 Results and Discussion 
2.1 WNV Transmission Risk Projection  

for Bavaria 
The inverse calibrated WNV epidemic model generated 
spatial and temporal abundance of mosquito. It also gen-
erated different health states for hosts of interests which 
include residential birds and migratory birds.  

 

Due to limited occurrence recorded in Bavaria (just one 
case), we assumed our model was performing at optimum 
having been previously validated across Germany [7].  

Functional traits of mosquito which includes fecun-
dity, development rates, mortality rates, biting rates and 
extrinsic incubation rates of WNV pathogen all re-
sponded to deviations in temperature [10],[11]. The 
model was able to simulate various health states of mos-
quito and birds, with seasonal variation in Bavaria. Sus-
ceptible and parous host-seeking mosquitoes are espe-
cially of interest for the transmission potential (Figure 2). 
Also, we were able to simulate risk maps of WNV trans-
mission for Bavaria between 2017 and 2022 at NUTS3 
levels, identifying potential hotspots for WNV infection 
outbreaks (Figure 3).  
  

 
Figure 2: Simulated time series of health states for  

susceptible ( ) and parous host-seeking 

mosquitoes ( ) between 2018 and 2022  
in Bavaria. 

2.2 Seasonal Variation of WNV Infection Risk  
Several climate sensitive mosquito-borne diseases dis-
play seasonal variation [12]. In our model, several fac-
tors, including vector population, vectoral capacity, vec-
tor competence and amplifying host competence influ-
enced R0 rates.  

Infection parameters, such as mosquito biting rate and 
extrinsic incubation rate were important drivers which 
was consistent with the role of environmental suitability 
in driving infectious disease transmission [10]. The 
model reasonable simulates seasonal trend of R0 values. 
The R0 values averaged across Bavaria show a low risk 
of WNV transmission in 2018 and 2022 (Figure 4). 
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Figure 3: WNV transmission risk across Bavaria at NUT3 level from 
2017 to 2022 estimated from daily R0 values between  
August and October (week 30 to 42) when the peak of  
the WNV infections were reported by FLI. 
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Figure 4: The risk of West Nile Virus (WNV) infection  

outbreaks, expressed as R0 values, was assessed 
across Bavaria from 2018 to 2022.  
The red line represents the simulated daily R0 values 
aggregated on a weekly basis, while the blue dashed 
horizontal line indicates the threshold at which  
secondary cases can be directly generated by the 
first case in a population where all individuals are 
susceptible to infection. 

3 Conclusion 
We developed a process based WNV epidemic model 
which was able to simulate areas prone to WNV trans-
mission in Bavaria. From our results, it was obvious that 
WNV infection which is endemic in eastern Germany 
may likely spread to the South with several hotspots iden-
tified in Bavaria. Changing climate and migratory pattern 
of short distance migratory birds have been identified as 
key factors that could accelerate WNV infection spread. 
The model considered juvenile and adult stages of mos-
quito life cycle in several compartments, and two bird 
taxa with migratory and residential birds. Functional 
traits of mosquitoes were driven by climate. Host-feeding 
preference of vector, transmission probability and mos-
quito to host ratio were all accounted for in the model.  

In addition, spatial heterogeneity of climate forcings, 
vectors and host species were considered. We developed 
a model that could be deployed at the backend of a warn-
ing system for Culex pipiens mosquito population occur-
rence and WNV transmission risk.  

Publication Remark. This contribution is the revised  
version of the conference version published in  
Tagungsband Kurzbeiträge ASIM SST 2024,  
ARGESIM Report AR 46, ISBN ebook: 978-3-903347-64-9, 
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References 

[1] De Filette M, Ulbert, Diamond S, et al. Recent progress 
in West Nile virus diagnosis and vaccination.  
Vet Res 43, 16 (2012).  
DOI  10.1186/1297-9716-43-16 . 

[2] Chancey C, Grinev A, Volkova E, Rios M. The global 
ecology and epidemiology of West Nile virus.  
BioMed research international. 2015, p. 376230.  
DOI  10.1155/2015/376230. 

[3] Holicki CM, Ziegler U, R ileanu C, Kampen H, Werner D, 
Schulz J, Silaghi C, Groschup MH, Vasi  A. West Nile 
Virus Lineage 2 Vector Competence of Indigenous Cu-
lex and Aedes Mosquitoes from Germany at Temperate 
Climate Conditions. Viruses. 2020 May 19;12(5):561. 
DOI  10.3390/v12050561 

[4] Bowen RA, Nemeth NM. Experimental infections  
with West Nile virus.  
Curr Opin Infect Dis. Jun 2007, 20(3):293-7.  
DOI   10.1097/QCO.0b013e32816b5cad  

[5] Animal Diseases Information System TSIS. Available at: 
https://tsis.fli.de/Reports/Info.aspx (Acc. 12 2023). 

[6] Robert Koch Institut RKI (2019): 
https://www.rki.de/DE/Content/Infekt/EpidBull/Ar-
chiv/2019/Ausgaben/40_19.pdf? blob=publicationFile. 

[7] Mbaoma OC, Thomas SM, Beierkuhnlein C. Spatio- 
temporally Explicit Epidemic Model for West Nile Virus 
Outbreak in Germany: An Inversely Calibrated  
Approach. J. of epidemiology and global health 14, 
1052–1070 (2024).  
DOI  10.1007/s44197-024-00254-0 

[8] Sullivan BL, Wood CL, Iliff MJ, Bonney RE, Fink D, 
Kelling S. (2009). E-bird: A citizen-based bird  
observation network in the biological sciences.  
Biological Conservation, 142(10), 2282-2292 (2009).  
DOI  10.1016/j.biocon.2009.05.006 

[9] Cornes RC, van der Schrier G, van den Besselaar EJ,  
Jones PD. An ensemble version of the E OBS tempera-
ture and precipitation data sets. Journal of Geophysical  
Research: Atmospheres, 123(17), 9391-9409 (2028). 

[10] Mordecai EA, Caldwell JM, Grossman MK, Lippi CA, 
Johnson LR, Neira M, Villena O. (2019). Thermal  
biology of mosquito borne disease. Ecology letters, 
22(10), 1690-1708 (2019). DOI  10.1111/ele.13335 

[11] Shocket MS, Verwillow AB, Numazu MG, Slamani H, 
Cohen JM, El Moustaid F, Rohr J, Johnson LR,  
Mordecai EA. (2020). Transmission of West Nile and 
five other temperate mosquito-borne viruses peaks at 
temperatures between 23°C and 26°C. eLife, 9, e58511 
(2020). DOI  10.7554/eLife.58511 

[12] Tjaden NB, Caminade C, Beierkuhnlein C, Thomas SM. 
(2018). Mosquito-borne diseases: advances in modelling 
climate-change impacts. Trends in parasitology, 34(3), 
227-245 (2018). DOI  10.1016/j.pt.2017.11.006 





S N E  S H O R T  N O T E  

SNE 35(1) – 3/2025       31 

Simulation-Based Analysis of Storage Strategies 
for an Inland Container Terminal 

Maximilian Mowe*, Jona Manemann, Lasse Jurgeleit,  
Maximilian Kiefer, Uwe Clausen 

Institute of Transport Logistics, TU Dortmund University, Leonhard-Euler-Straße 2, 44227 Dortmund, Germany 
*maximilian.mowe@tu-dortmund.de 

 

 
 
Abstract.  Due to the transformation of the logistics sec-
tor, the use of trimodal container terminals is becoming 
increasingly important. This results in major challenges, 
such as managing the constantly increasing volume of 
shipments while simultaneously improving the efficiency 
of internal processes.  
Adapting existing storage strategies has proven to offer 
great potential for raising productivity. 
In this context, the following paper develops an alterna-
tive storage strategy for container terminals. For evalua-
tion of its functionality, a simulation model for an exem-
plary trimodal container terminal is developed. In addi-
tion, potential is analysed, based on comparison with the 
currently used storing strategy. 

Introduction 
The logistics sector is important to the economies world-
wide and e.g. the third-largest economic sector in Ger-
many with a total volume of € 293 billion in 2021. Logis-
tics service providers such as transportation and handling 
account for 50% of this [1]. Despite it´s economic im-
portance and impressive figures, the logistics sector is 
facing major challenges.  

Logistics has to fulfil customer requirements in an in-
creasingly volatile environment and has failed so far to 
achieve sustainability targets. One lever in this respect is 
modal shift from road to  combined rail-road-transport. A 
forecasted growth of rail by 73% by 2030 compared to 
2010 in Germany is particularly attributable to rail/road 
trans-shipment as a key growth driver [2].  

 

With freight transport accounting for 19.4% of Ger-
many's total greenhouse gas emissions in 2021 [3] modal 
shift and other measures to reduce emissions are vital and 
operators of trimodal container terminal connecting road, 
rail, and water modes of transportation in container 
freight transport are in need of solutions to cope with 
growth efficiently.  

One approach to overcoming these challenges for a 
trimodal container terminal is to improve internal pro-
cesses. These range from improving the storage strategy 
to developing additional space and optimizing the use of 
resources. However, new strategies need to be tested be-
fore they are applied in reality. One method that makes this 
possible is simulation. Simulation makes it possible to cre-
ate a virtual image of reality in order to test changes based 
on this image, which can then be transferred to reality [4]. 

In order to support those which facing these chal-
lenges, this paper aims to demonstrate the possibilities 
for optimizing operational strategies using simulation. 
Therefore, an exemplary container terminal is presented, 
which aims to compare two storage strategies by using 
simulation. The storage strategies to be compared dif-
ferentiate as follows: the current situation with storage 
exluding the removal path, and the target situation with 
storage close to the delivery points. 

For this purpose, our paper is divided into five sec-
tions. After a brief overview on current research on sim-
ulation for operational strategies of container terminals, 
the used simulation procedure is presented. Followed by 
developing the simulation model and conducting related 
experiments, an outlook on future work in this field of 
research is given. 

1 Literature Review 
A systematic literature review based on the guidelines of 
Durach et al. [5] is conducted to evaluate the common 
use of the method for planning operational strategies of 
container terminals.  
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The following search terms and combinations of 

these are used to identify relevant sources: “simulation”, 
“optimization”, “container ter-minal”, “stack”, “strate-
gies”, and “terminal operation”. Publications from the 
databases Scopus, Web of Sci-ence, Google Scholar, and 
Science Direct are examined for this purpose. 

After full-text analysis, 18 results emerged. The eval-
uation of the results shows that the methodological ap-
proach of simulation is used for optimizing operational 
strategies. However, no publication was found that deals 
specifically with the storage strategies. In a related study, 
Clausen et al. [6] constructed a simulation model to iden-
tify the optimal operational configuration for a terminal. 
The model determines the most effective combination of 
crane control and resource management strategies for 
each load the terminal can accommodate, based on a spe-
cific set of operational conditions. Novaes et al. [7] ex-
amine in their study the potential of data science to en-
hance container terminal operations, improve efficiency, 
boost throughput, and strengthen competitiveness in the 
shipping sector. Decision-making within container termi-
nals, particularly in determining optimal container stack-
ing locations, is a significant challenge due to the multi-
tude of factors at play. By analyzing the datasets, new 
strategies and policies can be simulated to minimize con-
tainer rehandling operations. 

Overall, the papers identified indicate that simulation 
has applications in a variety of use cases in the area of 
planning the operating strategies of container terminals. 
For this reason, the simulation method is described below 
before the model developed for this use case is presented. 

2 Method 
“Simulation is the representation of a system with its dy-
namic processes in an experimentable model with the aim 
of reaching findings which are transferable to reality” [8]. 
To examine a system with simulation in a struc-tured 
manner, multiple procedure models can be used (e.g. [4], 
[9], [10]). The procedure models provide users with in-
formation for appropriately carrying out simulation stud-
ies. In german-speaking countries VDI Guideline 3633 
Sheet 1 is widely used and selected for this study because 
the system under investigation is located in Germany. 
The associated Verification and Validation (V&V) dur-
ing the study follows Rabe et al. [11]. Their procedure 
model for V&V aligns with the phases of VDI 3633, 
which makes its application suitable for this study.  

The phases defined by VDI 3633 guide users from 
task definition to the experiments and analysis. Within 
the procedure, there is a clear separation between data 
and model and each phase produces a result [4]. The in-
termediate results are the subject of the V&V. Accord-
ing to Rabe et al. [11], each phase is examined in itself 
and additionally with respect to or against previous phase 
results [11]. 

3 Simulation Modeling 
According to the introduction, the objective is the analy-
sis of a given storage strategy for container handling and 
its comparison with a zoning strategy. The investigations 
are conducted for two inland container terminals. CT1 is 
trimodal (see Figure 1) and CT2 is bimodal. CT2 contains 
a road and a rail lane, which are located next to each 
other. Prior to the actual strategy comparison, the prelim-
inary goal is to model the terminals in their respective 
system state with sufficient accuracy. The subsequent 
comparison is aimed at the container movements and 
therefore focuses on the internal handling processes. Ac-
cordingly, the system under consideration ends with the 
entry and exit of transport vehicles. 

For this study, CT’s activities are roughly divided into 
three handling processes. Incoming containers are stored 
and they are retrieved to leave the terminal. Additionally, 
a relocation process may be necessary for stacked con-
tainers. Containers enter the system by a mode of trans-
portation (train, truck or ship). 

 

 
Figure 1: Schematic representation of container terminal 1. 
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For this study, CT’s activities are roughly divided into 

three handling processes. Incoming containers are stored 
and they are retrieved to leave the terminal. Additionally, 
a relocation process may be necessary for stacked con-
tainers. Containers enter the system by a mode of trans-
portation (train, truck or ship).  

Within the storing process, firstly a given strategy de-
termines the position. Thereafter, a handling resource (e. 
g. portal crane) moves the container to its destination. 
The retrieval begins with the mode of transportation ar-
riving at the terminal. The time of arrival may be known 
with a containers arrival or is defined while the container 
is already stored. Before moving the container it is 
checked if the container is movable (i. e. the container 
has no containers stacked above itself). Movable contain-
ers get loaded onto the mode of transportation and leave 
the system. For non-movable containers the relocation 
process for the container above is initiated before moving 
the desired container. At the beginning of the relocation 
process, it is also checked whether the container is mov-
able. For movable containers the position get determined 
by the given storage strategy. For non-movable container 
the relocation process gets initiated for the container above 
and the desired container gets moved afterwards. Accord-
ingly, the relocation process is recursive. For this study, we 
only consider relocations because of retrieval processes. 

The handling resources, containers and modes of 
transport are being modeled as agents, which define their 
behavior within the terminal. The model including the 
described processes and agents is implemented with the 
simulation software AnyLogic 8.9 as a discrete event 
simulation using agents.  

4 Experiments & Results 
Within the experimental framework, the current terminal 
is analysed in the first simulation scenario using five dif-
ferent degrees of capacity utilisation with varying num-
bers of in- and outbound transport vehicles and contain-
ers. The second scenario implements the developed stor-
ing strategy with three different weighting factors. In or-
der to achieve valid results, the confidence interval 
method is used to determine a number of 30 replications 
to be carried out per parameter variation. The duration of 
each simulation run lasts seven days with a two-day tran-
sient phase regarding to the method of Welch [12]. 

The developed storage strategy follows the existing 
requirements for container storage. Currently, the opti-
mal storing location is identified based on the distance 
from its current position and under consideration of time 
restrictions such as the retrieval date.  

Additionally, the new storage strategy also takes into 
account the distances for retrieving containers. For this 
purpose, the storage area is divided into various sections 
running along the road and rail lanes. According to this, 
the optimal storing location can be determined in order to 
ensure the shortest possible retrieval distance to the lanes. 
Therefore, our calculation is characterized by three ele-
ments. “A” indicates the distance of the container's cur-
rent location to the available storage position and “B” 
represents the direct retrieval distance to the lanes of 
truck and train. In addition, weighting of the retrieval dis-
tance is managed by factor “p”. _ = +  (1) 

For validation of this equation, its functionality is ver-
ified in the simulation model. For this purpose, the 
straight distance between retrieval containers and the 
lane of truck and train is analysed. Since ships are mostly 
used for delivery of the containers, this mode of transport 
is not taken into account in the evaluation. 

 
Figure 2: Comparison of covered distances for container  

retrieval. 
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From the grey-coloured bars in Figure 2, it can be ob-

served that covered distances for retrieval at CT1 de-
creases for all weighting factors when applying the stor-
ing strategy compared to initial scenario 1. Depending on 
the mode of transportation, this improvement amounts to 
31 % respectively 53 %, as shown by the grey dashed 
line. The improvement for CT2 is less significant. In gen-
eral, containers are stored closer to the retrieval area, thus 
indicating that optimisation of the storing position by the 
equation works.  

For a complete evaluation of it’s potential, the real 
distance from containers to the transport vehicles must be 
analysed. This is shown by the green bars in Figure 2 and 
indicates that the real distance is significantly greater. 
Furthermore, the green dashed line demonstrates that the 
improvement achieved compared to scenario 1 is not as 
great as previously suggested. At CT2, this positive effect 
is almost neutralised.  

Furthermore, the total duration of dispatching pro-
cesses for trucks and trains at both terminals will be ana-
lysed to validate the potential of the new storing strategy. 
However, at either location there has been no significant 
reduction for both modes of transport. For some scenar-
ios, dispatching times have even increased. 

Overall, results of the simulation scenarios indicate 
that the new storing strategy does not significantly im-
prove internal processes of the container terminal. Due to 
a high utilisation of the lane, trucks can only stop in an 
assigned area but not at the level of containers storage 
location.  

Although containers will be placed closer to the lane, 
it will not affect its distance to the real loading position 
of the truck. This difficulty also occurs when loading the 
trains, as each container is linked to a fixed railway 
wagon, which may not be positioned at the same level as 
containers storing location. 

5 Conclusion 
In this paper, two different storage strategies have been 
compared with focussing on increased productivity in a 
trimodal container terminal. To evaluate their potential in 
practice, simulation has been used. On the basis of VDI 
3633 a simulation model was developed, which combines 
agent-based and discrete-event simulation. Evaluation 
based on industry-specific key performance indicators 
revealed that our newly developed storing strategy is 
working effectively and can improve internal processes. 

However, due to specific infrastructural and opera-
tional conditions of both terminals considered in this ex-
ample, the expected improvement can not be achieved. In 
order to fully realise its potential, further work must be 
conducted to apply the storing strategy in combination 
with scheduling of incoming modes of transportation. In 
addition, this strategy must be modified depending on the 
use case and its infrastructural conditions.  
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Introduction
Many industries, like semiconductor fabrication, re-

quire challenging thermal processing which need to be

simulated and controlled very precisely, see e.g. [1].

The thermal dynamics modeling and its control design

cover a wide range in the literature, depending on the

geometry and research focus, see e.g. [1, 4] and [2,

Ch. 2, 6, 8, 9]. The control design for small models

can be simple and practical but they are limited for en-

hancements. In contrast, purely theoretical approaches

might be too complex for realistic applications. In our

contribution, we propose an extendable and easy-to-

implement approach as a 2-dimensional geometry with

multiple actuators along one boundary side and multi-

ple sensors on the opposite. This is a simplified model

of the realistic 3-dim. situation, see [3]. We approx-

imate the spatial derivatives via finite differences and

we obtain a high-dim. state space, which is solvable

through eigenvalue computation in Section 1.

j=1 j=J

m=1

m=M

x1

x2

u1 u2 u3

b1 b2 b3

BW BE

BS

BN

Spatial
Characteristics

Input Signals

Temperature Sensing

Geometry with finite difference nodes x j,m,
actuation on BS and measurement on BN .

Based on these results, we derive the time discrete

solution, the state feedback with linear-quadratic regu-

lation and the reference tracking in Section 2. Finally,

we visualize in Section 3 the proper operating closed-

loop behavior.

1 Two-dimensional Heat
Conduction

We assume a rectangle Ω = (0,L)× (0,W ) with length

L> 0, width W > 0, see Fig. 1. We note the position x=
(x1,x2)

� ∈ Ω. The rectangle has the boundary ∂Ω =
Ω\Ω = BW ∪BE ∪BS ∪BN with the sides BW = {0}×
[0,W ] (west), BE = {L}× [0,W ] (east), BS = [0,L]×
{0} (south) and BN = [0,L]×{W} (north). The object

consists of a solid material with density ρ > 0, specific

heat capacity c > 0 and anistropic thermal conductivity

λ1 > 0 along x1-axis (or length) and λ2 > 0 along x2-

axis (or width).

The anisotropy describes the physical situation to

conduct heat faster along one axis compared to the other

axis. We summarize these material properties as diffu-

sivity constants α1 := λ1
cρ and α2 := λ2

cρ .
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The evolution of temperature in the plate θ : [0,T ]×
Ω → R solves the two-dimensional heat equation

d
dt

θ(t,x) = α1
∂ 2

∂x2
1

θ(t,x)+α2
∂ 2

∂x2
2

θ(t,x) (1)

for (t,x) ∈ (0,Tf inal ]× Ω, with an initial temperature

distribution θ(0,x) = θ0(x) and boundary conditions

λ1
∂

∂x1
θ(t,x) = 0 , x ∈ BW ∪BE , (2)

λ2
∂

∂x2
θ(t,x) =

{
−φin(t,x) for x ∈ BS,

0 for x ∈ BN .
(3)

The boundary conditions in Eq. (2, 3) describe a ther-

mal insulation (no thermal losses) and heat can only be

supplied along boundary BS via the heat flux

φin(t,x) =
Nu

∑
n=1

bn(x) un(t) (4)

with Nu ≥ 1 as the number of actuators. We assume that

the boundary side BS consists of segments βn ⊆ BS such

that BS =
Nu⋃

n=1
βn and each actuator operates only on its

segment and has the spatial characteristics

bn(x) =

{
mn exp

(‖Mn [x− xc,n]‖2νn
)

for x ∈ βn

0 for x ∈ BS \βn

with mn ∈ [0,1], Mn > 0 and νn ∈ N>0 for n ∈
{1, . . . ,Nu}. Furthermore, we assume an arbitrary pos-

itive input signal un : [0,T ) → R>0. Analog to the ac-

tuator setup, we consider temperature measurements on

boundary side BN . Each temperature sensor operates

only on its segment γn ⊆ BN with BN =
Ny⋃

n=1
γn where

Ny ≥ 1 denotes the number of sensors. We assume the

temperature measurement

yn(t) =
1∫

γn
gn(x)dx

∫
γn

gn(x) θ(t,x)dx (5)

for n ∈ {1, . . . ,Ny} and with the sensor characterization

gn : γn → [0,1] analog to bn. We approximate the

spatially derivatives in heat equation (1) next, to

derive the large-scale state space system. The heat

conduction modeling approach with the actuator and

sensor characteristics is also described in [3, 4].

We assume that all finite difference nodes are inside

the rectangle as x j,m := ([ j − 1
2 ]Δx1, [m− 1

2 ]Δx2)
� for

j ∈ {1,2, . . . ,J} and m ∈ {1,2, . . . ,M} with J > 0 and

M > 0, see the dots in Fig. 1. We introduce the global

index i( j,k) := j +(k− 1) J and the temperature vec-

tor of the nodes Θ(t) := (θ(t,x1), . . . ,θ(t,xi),θ(t,xNc))
with totals number of nodes Nc = J M. We ap-

proximate the second-order derivatives with finite dif-

ferences ∂ 2

∂x2
1

≈ 1
Δx2

1

D1 in x1-direction with D1 =

diag( D̃1, . . . , D̃1︸ ︷︷ ︸
M matrix blocks

) and

D̃1 =

⎛
⎜⎜⎜⎜⎜⎝
−1 1

1 −2 1
. . .

. . .
. . .

1 −2 1

1 −1

⎞
⎟⎟⎟⎟⎟⎠ ∈ R

J×J

and for the x2-direction we find ∂ 2

∂x2
2

≈ 1
Δx2

2

D2 with

D2 =

⎛
⎜⎜⎜⎜⎜⎝
−IJ IJ
IJ −2IJ IJ

. . .
. . .

. . .

IJ −2IJ IJ
IJ −IJ

⎞
⎟⎟⎟⎟⎟⎠ .

Summing up D1 and D2 with its coefficients, we note

the system matrix as

A =
α1

Δx2
1

D1 +
α2

Δx2
2

D2. (6)

In the matrices D̃1 and D2, we already consider the ther-

mally insulated boundary conditions but we have to in-

clude also the heat supply via

B =
α2

λ2 Δx2
(b̃1, . . . , b̃Nu)

with vectors b̃n :=
(
bn(x1,1), . . . ,bn(xJ,1),0J(M−1))

)�
.

So, we formulate the state space formulation

d
dt

Θ(t) = A Θ(t)+B u(t). (7)

with the temperature measurement y(t) = C Θ(t) from

Eq. (5).
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The output matrix is noted as C = (c̃1, . . . , c̃Ny)
�

with c̃n :=
(

0J×(M−1),g1, . . . ,gNy)
)

and elements gn, j =

gn(x j,M)/∑J
j=1 gn(x j,M). We know that we can find the

analytical solution of Eq. (7) as

Θ(t) = eA[t−t0] Θ(0)+
∫ t

t0
eA[t−τ] Bu(τ)dτ . (8)

However, as the the size of matrix A grows quadrati-

cally by Nc, the exact and fast computation of exp(A)
might be a problem for large systems Nc 
 1. If we

know the eigenvalues μi and eigenvectors ψi of A for

i ∈ {1, . . . ,Nc}, then we find the matrix exponential as

exp(A t) =V−1 diag(eμ1·t, . . . ,eμJM·t)V (9)

with V = [ψ1, . . . ,ψJM]. The article [5] states explicit

formulas for the pair (μi,ψi) for a 1-dim. heat equa-

tion problem and we extend this concept for our 2-dim.

problem. We assume f (z,n) := cos(z(2n−1)π) and we

state the eigenvalues of the 2-dim. problem as

μ j,m = −2p1 [1− f ([ j−1]/J,1)]

−2p2 [1− f ([m−1]/M,1)] (10)

with ( j,m) ∈ {1, . . . ,J}×{1, . . . ,M}, pl = αl/Δx2
l and

l ∈ {1,2}. We note the eigenvectors

ψi = (ψi,1, . . .ψi,JM)�

with vector elements

ψ( j,m),(ñ j ,ñm) = f
(

j−1

2J
, ñ j

)
f
(

m−1

2M
, ñm

)
(11)

for the indices (ñ j, ñm) ∈ {1, . . . ,J}×{1, . . . ,M}. The

proof of this assumption is omitted here, the correctness

of (μi,ψi) can be verified by evaluating Aψ = μψ with

cosine identities.

2 Controller Design

We sample the temperature in time as Θ(nΔT ) =: Θ(n)
for n ∈ {0, . . . ,� T

ΔT �} with sampling time ΔT > 0 and

we derive from Eqs. (8-11) the time-sampled system

Θ(n+1) = AD Θ(n)+BD u(n) (12)

with matrices

AD := exp(AΔT ) =V−1 diag(eμ1·ΔT , . . . ,eμJK ·ΔT )V ,

BD :=
∫ ΔT

0
exp(A [ΔT − τ])Bdτ .

The input signal u(n) := −K Θ(n) +W r(n) is de-

signed such that a state feedback K ∈R
Nu×J K stabilizes

the system and a static feed-forward filter W ∈ R
Nu×Ny

steers the measured temperatures to a static reference

signal r ∈ R
Ny . Feedback matrix K is found by solv-

ing the discrete infinite-horizon linear-quadratic regula-

tor problem

min
u

∞

∑
n=1

Θ(n)�Q Θ(n)+u(n)�R u(n) (13)

with subject to Eq. (12). The optimal control problem

(13) leads to the discrete time algebraic Riccati equation

P=Q+A�
DPAD−

[
A�

DPBD

][
R+B�

DPBD

]−1 [
B�

DPAD

]
where we compute matrix P to obtain the feedback gain

K =
[
R+B�

DPBD

]−1
B�

DPAD.

If the number of actuators and sensors coincide,

Nu ≡ Ny, then we find the filter matrix W to drive the

thermal dynamics to a constant reference value r. We

assume for n → ∞ an uniform temperature distribution

[AD −BD K] Θ(n)+BDWr = Θ(n) (14)

and a constant output

y(n) =CΘ(n) = r. (15)

We identify Θ in Eq. (15) with Eq. (14) and we use the

reference tracking y ≡ r to formulate the filter

W =−[
C(Ad −BdK − I)−1Bd

]−1
.

For more details on the control design, we refer to

introductory text books, e.g. [6, Ch. 7].

This is a sample text in blue. This is a sample

text in blue.This is a sample text in blue.This is a

sample text in blue.This is a sample text in blue.This is

a sample text in blue.This is a sample text in blue.This

is a sample text in blue.
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3 Simulation Case Study
We apply the proposed concepts on an example of a

steel plate with model parameters as in Table 1 and con-

troller configuration as in Table 2.

The initial temperature distribution is θ0(x1,x2) =
10sin(2π x1

L ). We design the controller such that it is

forced to act quickly Q 
 R and the static filter shall

steer the three measured temperatures towards the ref-

erence value r = (5,5,5)�.

The computed input signal u(t) and the resulting

measurement temperatures y(t) are depicted in Figure

2 and Figure 3. The input signals u2 and u3 start with

high initial values compared to u1 because they have

to increase the temperatures of y2 and y3, see Figure

3. All temperatures along boundary side BN converge

in Figure 4 after ca. 1200 seconds. We implemented

the simulation with JULIA programming language [7]

and solved the algebraic Riccati equation with the li-

brary MATRIXEQUATIONS.JL [8]. The full source code

is available [9].

L W J K (λ1,λ2) ρ c
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SNE 35(1) – 3/2025

Discussion & Conclusion

In real world applications, we have to deal with thermal

emissions like convection and radiation on each bound-

ary side, which we did not consider in this contribu-

tion. Moreover, in 3-dim. objects we can only measure

the temperatures on the boundary, not inside the object.

However, as we require access to all temperatures for

the full state feedback, we have to compute them with
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There are different pruning strategies to define what

is insignificant. In this paper three of them, fixed thresh-
old pruning, fixed number of proxels pruning and vari-
able pruning, will be discussed in detail. Similarly

to [3] we aim to give an overview of the influence of

the different pruning strategies on the evaluation results

of VSSs. This is motivated by the generalisation and

further development of the Change Adaptation Algo-

rithm (CAA) described in [4].

As in [3], this paper utilizes the same car rental

service model, presented in [5], for the evaluation. In

this model, customers arrive in a premium or ordinary

queue based on their membership. They use the same

door for entering and leaving the shop area and this

door is being observed (opening creates a signal) by

the analysis. A single employee is serving both queues.

Premium customers have priority over ordinary ones,

but a customer is always served to the end if the

processing has been started. Both queues are limited

to 50 customers. Figure 1 shows the Augmented

Stochastic Petri Net (ASPN) [5] of the system. ASPNs

are modified Petri nets [6] that can model the emission

of symbols when a transition fires. This model will also

be used as an example in the following to demonstrate

the different concepts and tools used in this paper.

Car rental service Example as ASPN.
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S N E T E C H N I C A L N O T E

Virtual Stochastic Sensors (VSSs), introduced in [1],

utilize the proxel-based analysis [2] to analyse partially

observable discrete stochastic systems. The proxels,

which represent a given system state at a given point

in time, build a so-called proxel tree to reconstruct and

represent the relevant part of the state space during the

analysis. The insignificant part is pruned away.

Keywords: Virtual Stochastic Sensor, Hidden non-
Markovian Model, Proxel-based Simulation, Pruning,
Evaluation

Abstract. Virtual Stochastic Sensors calculate statisti-
cally relevant estimates in indirectly observable discrete
stochastic systems. This is done by the proxel-based
analysis that aims to reconstruct the relevant part of the
state spacewith an iterative process. Strategically remov-
ing non-relevant proxels from the analysis (pruning) to
reduce runtime overhead might potentially affect the re-
sults. And while the impact on the decoding problem has
already been analysed in detail, the effect on the evalua-
tion problem was not yet discussed.
The paper discusses three pruning strategies and com-
pares their properties in case of the evaluation task. The
theoretical statements are empirically proven using a car
rental agencymodel in form of a Conversive Hidden non-
Markovian Model.
The results show that in case of well chosen parameters
all three pruning strategies are able to reach the same
accuracy. The major difference between the strategies is
due to their runtime properties which need to be care-
fully aligned with the use-case to reach optimal behav-
ior. Based on the results the fixed number of proxels prun-
ing strategy provides highly predictable execution time,
while the fixed threshold pruning is very good at discov-
ering a broader spectrum of the state space. The vari-
able pruning is a very good trade-off between the previ-
ous strategies enabling lower thresholds and thorough
state space analysis while maintaining acceptable execu-
tion times at the cost of more complex parametrisation.



This paper compares three pruning strategies in

theory and using the above presented experiment for

the evaluation problem of Conversive Hidden non-

Markovian Models (CHnMMs). The results show that

after a given threshold there is no significant differ-

ence in the resulting probabilities, however, other ma-

jor properties vary for each strategy so choosing one or

the other for a given problem will always depend on the

use-case.

Virtual Sensors (VSs) [7] aim to collect system infor-

mation that is hard or expensive to obtain in a direct

way. If we combine them with stochastic processes a

so-called VSS can be constructed which calculates sta-

tistically relevant estimates of system paramters that are

similarly hard, inefficient and/or expensive to measure.

In this section, an introduction will be provided to

such a stochastic process, the so-called CHnMM [8]

and its solution algorithm, the proxel-based analysis.

Additionally, proxel merging will be discussed.

The concept of CHnMMs originates from the well-

known Hidden Markov Models (HMMs) [9], where a

hidden or partially hidden system is analyzed by proba-

bilistic symbol emissions. This idea was extended to

Hidden non-Markovian Models (HnMMs) by [10] to

overcome the limitations of the discrete-time Markov

chain in the background. HnMMs use arbitrary contin-

uous distribution functions to describe the state changes

and to create time dependence between them.

Similarly to HMMs, the HnMMs also try to solve

the evaluation and the decoding problem. The decod-

ing problem, finding the most probable generator state

sequence to a given trace, and the impact of the differ-

ent pruning strategies on it have already been discussed

in [3]. This paper is focusing on the evaluation prob-

lem, e.g. finding the probability that a trace has been

generated by a given model.

A specific subclass of HnMMs are the so-called

CHnMMs which allow additional performance opti-

mizations of the algorithm due to the fact that ev-

ery state change results in an observable symbol emis-

sion. Those optimizations are powerfull enough to

make CHnMMs the perfect experiment environment to

test and verify new ideas in an efficient way. That is

why this paper also limits its scope to CHnMMs.

In case of the presented car rental shop the hidden

internal system state is the length of (the number of

customers in) the ordinary and premium queues. Every

state change (a customer entering or leaving the queue)

results in a door opening (signal emission). This effec-

tively means that by solving the evaluation problem, the

goal of this project is to find the probabilty of a given

door-opening signal protocol.

CHnMMs also need a solution algorithm. However, in-

stead of using the forward algorithm [11] or the Viterbi

algorithm [12] the so-called proxel-based analysis [2]

can be used. The technique utilizes the encapsulation of

a possible system state description (system state m, age

vector
−⇀τ , the probability of that state p, a timestamp t,

etc.) into a so-called proxel object as it can be seen in

Equation 1. One can use a collection of those proxels

to describe all possible system states at a given point in

time, including the ages of the relevant non-Markovian

transitions. Then by creating a parent-child relationship

between the timesteps one can derive the possible sys-

tem states for the future timesteps in an iterative way.

Of course, the proxel definition can be extended to carry

additional information through the analysis. Refering

back to the example model, a specific proxel represents

a given number of customers in the premium and ordi-

nary queues (m), the durations since the last customers

entered each queue and while one is being served (
−⇀τ )

and the probability (p) of ending up in the represented

state at the current simulation time (t).

Px =
(
m,−⇀τ , p, t

)
(1)

The mentioned parent-child relation is described by

the Hazard Rate Function (HRF) in Equation 2 using

the Probability Density Function (PDF) f (τ) and the

Cumulative Distribution Function (CDF) F(τ) of a pos-

sible state change. The equation describes the current

state change rate for a given state change if this one has

been active for τ and has not happened yet. So in case of

our example model this translates to for example, what

is the probability of a customer service being finished

in this timestep, if he/she is being served right now. Or

similarly, what is the probability of the next customer

entering the shop now?

H(τ) =
f (τ)

1−F(τ)
(2)

SNE 35(1) – 3/2025



To keep the proxel tree at a reasonable size, very

unlikely proxels can be pruned from the tree. Different

strategies exist to perform this operation. They will be

further discussed in Section 2.

Proxel probabilities are represented on a logarithmic

scale to preserve precision as in case we represent them

on normal scale, they would disappear due to arithmetic

underflow very soon after the analysis was started.

In case of the evaluation problem, we are not interesed

in the history of a given proxel, because we are only try-

ing to compute the probability of a given system state at

time t. This means that after a couple of timesteps af-

ter starting the proxel-based analysis we can find prox-

els in the proxel tree, that represent the same system

state, but they have been generated by different routes.

These proxels can be merged by adding their probabil-

ities (which are logarithmic probabilities, as stated be-

fore, represented by p̃1 and p̃2, where p̃1 > p̃2) using

the Kingsbury-Rayner formula [9] shown in Equation

3. By performing this merging operation one can keep

the size of the proxel tree under control very efficiently.

p̃1 +log p̃2 = p̃1 − ln
(

1+ e−(p̃2−p̃1)
)

(3)

The Kingsbury-Rayner formula additionally pro-

vides an opportunity to efficiently add probabilities that

are on a different magnitude.

An example of a merging opportunity is presented

in Figure 2, where the discovered state space of a three

state system (m0, m1, m2) is reperesented over three

timesteps. The two proxels marked with red at t = 2Δ
represent the same internal system state with different

probabilities but they were reached through different

routes, so they can be merged.

Example of mergable proxels.

As stated before, in case of the evaluation problem

only the current system state is a subject of interest.

This means, that in many cases different customer enter

sequences (P - premium customer, O - ordinary cus-

tomer), for example "PPOPO" and "POPPO", can be

represented by a single common proxel.

Merging significantely reduces the number of exist-

ing proxels over time. This also means that much less

strict pruning configurations can be used than for exam-

ple in case of the decoding task. These will be shown

later in Section 3.2.

Until now, we have introduced CHnMMs and the

proxel-based analysis as two base concepts of our re-

search. We also gave a brief overview about the possi-

bility of merging as the main method to keep the proxel

tree under control in case of the evaluation problem. In

the next section the concept of pruning and the differ-

ent pruning strategies will be introduced as the main

reseach interest of this paper.

Pruning is a concept of the proxel-based analysis, in

which the algorithm classifies a part of the proxel tree

as irrelevant for further analysis and removes it. The

different strategies encapsulate a set of logical steps to

be performed on the proxel tree in order to identify and

prune the irrelevant proxels.

There are two major events that can render a proxel

based analysis infeasible. One of them is state space ex-

plosion, when the proxel tree grows exponentially and

reaches a state where the next step is enormously ex-

pensive to compute or the ressources of the computer

running the analysis are fully consumed. The other one

is the exact opposite, the proxel tree can die out. In this

case the remaining proxels, for example due to extreme

pruning, encounter an observed symbol that cannot be

emitted by their current system state and with that the

proxel becomes impossible and is removed from the

analysis. If all the proxels are removed from the tree,

the tree dies out. Merging and a pruning strategy needs

to be devised to prevent both of these extreme cases

from happening

As already mentioned at the end of the previous

section, merging does an excellent job at keeping

the proxel tree under control. But sooner or later the

analysis reaches the point where additional intervention

is needed in the form of pruning.
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Still, merging makes it possible to use less strict

pruning strategies than in case of the decoding problem

[3]. This also results in the fact that state space explo-

sions or died out proxel trees are not common for simple

models. However, with increasing system complexity a

state space explosion might occur, but it is extremely

unlikely.

In this section a brief overview will be given of the

three investigated pruning strategies. But before diving

into the details, we should list the properties of a good

pruning algorithm.

These are in case of the evaluation problem in our

experience, the following:

1. High proxel processing throughput

2. Small amount of lost (pruned) probabilty

3. Prevents state space explosion

4. Scales the proxel tree up and down depending on

how „interesting” the current part of the trace is

5. Guarantees predictable execution times

6. Is easily customizable for different needs

7. Is overall robust, which means that it does not react

very differently to similar traces

These criteria will be used to evaluate the different

pruning strategies.

The fixed threshold pruning is a simple concept defining

a pruning probability threshold p(Ppruned,ti). Below that

value every proxel is considered to be irrelevant and is

then removed from the proxel tree.

The threshold is defined compared to the probability

of the most probable proxel max(p(Px,ti) in the proxel

tree for a given time ti. It is described by a ratio r as

it can be seen in the Equation 4. The parameter r is a

freely selectable value with the limits 0 < r ≤ 1.

p(Ppruned,ti)< r max(p(Px,ti)) (4)

This pruning strategy is the most vulnerable to state

space explosions and other instabilities as described in

[3]. However, combined with merging it is possible

to use extremely low pruning thresholds, as it will be

shown in Section 3.2.

This strategy scales the proxel tree overall well and

as a simple algorithm, it provides a high proxel process-

ing throughput. But due to the unpredictable number of

proxels in the proxel tree, the execution time has a high

fluctuaction when the threshold is low.

The fixed number of proxels pruning is another simple

strategy for keeping, as the name suggests, only a pre-

defined number of proxels at the end of every timestep

keeping the higher probability proxels and pruning the

less likely ones. This property is the major advantage of

the strategy, as it is very easy to parametrize and very

robust against disturbances. However, the algorithm it-

self has some drawbacks.

The optimal proxel storage in case of the evaluation

problem is a hash table [13], because due to the merging

described in Section 1.3 one wants to retrive proxels as

efficiently as possible. The cost of it is the hash tables’s

average search complexity, O(1). However, a hash table

cannot be sorted, so in order to perform the pruning,

one needs to put all the proxels into a sorted array-like

structure which is an additional overhead to the already

complex sorting operation of O(n log(n)) [13].

Of course, one can perform some implementation

tricks, like storing a pointer to the proxel in the proxel

storage instead of the object itself, to speed up the mov-

ing and sorting operation significantly. But in the end,

one still needs to perform the moving and sorting of the

entries and with a potentially higher number of proxels

to keep, these can become too expensive for the analy-

sis. Similarly, not all tricks might be universally avail-

able in every programming language.

This strategy provides a simple single parameter

customization and very predictable execution times, but

it fails to scale the proxel tree, so one really needs to find

the perfect parameter with this strategy before running

a long-time analysis.

Variable pruning was introduced in [4] due to the

limitations of the fixed threshold pruning in case of

the decoding problem. It is basically combining the

previously discussed pruning strategies by creating a

relationship between the current number of proxels in

the proxel tree and the pruning threshold.
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This is done by defining a minimum number of

proxels (rmin) - pruning threshold (#Pmin) pair, which

prune the really unlikely proxels. Additionally, one se-

lects a maximum number of proxels (rmax) - pruning

threshold (#Pmax) pair to drastically prune the tree if the

proxel tree becomes too large. The two points must be

connected by a strictly monotonically increasing con-

tinuous function (r(#Px,ti)) to guarantee a smooth transi-

tion between the two behaviors. The definition is shown

in Equation 5:

r =

⎧⎪⎨
⎪⎩

rmin if #Px,ti < #Pmin

r(#Px,ti) if #Pmin ≤ #Px,ti ≤ #Pmax

rmax if #Px,ti > #Pmax

(5)

Even though the strategy is slightly more complex

than the previous strategies due to the high factor of cus-

tomization (different minumum and maximum pairs,

different equations), it is a good trade-off between the

advantages and disadvantages of the previous strate-

gies. One can use overall much lower pruning thresh-

olds while maintaining high throughput, lower risk of

state space explosion and reducing the fluctuation of ex-

ecution time compared to the fixed threshold pruning.

In this section, the previously discussed properties of

the different pruning strategies will be shown in an

empirical way. First the experiment setup and the

parametrization will be briefly discussed before de-

scribing the experiment results in details.

A car rental service, presented in the introduction, was

fed with the same input data as presented in [3] previ-

ously to make the result easily comparable.

A Personal Computer (PC) equipped with an AMD

Ryzen 7 3800X and 64 GB of RAM has been used

for the experiment execution. The RAM was sufficient

to prevent swapping, which made the experiments per-

formed easily comparable. The implementation code

utilized the C++20 standard and it was compiled using

GCC 11.4.0 with the highest optimization level enabled.

The application was containerized using Docker. The

PC was running Manjaro Linux with the kernel 6.1.69.

The experiment has been run 1620 times for every given

pruning strategy with a defined parametrization, which

includes 162 different model parameters with 10 ran-

domly generated traces each. These models include

only stable models, further discussed in [5].

The different pruning strategies were parametrized

based on different logic. The fixed threshold pruning
strategy (abbreviated with „th” in the following fig-

ures) was tested with various thresholds in the range

of [1e−1,1e−150]. Similarly, a wide range of sizes

between [50,2500] were used to test the fixed number
of proxels pruning strategy (abbreviated with „size” in

the following figures). For the variable pruning (abbre-

viated with „var” in the following figures) five differ-

ent equations were used, all with the minimum thresh-

old (rmin) of 1e−300 for proxel tree sizes below 1000

(#Pmin), and a maximum threshold (rmax) of 0.1 above

proxel tree size of 100000 (#Pmax). All equations de-

scribe a mapping between the pruning threshold and the

logarithm of the current tree size. We are omitting the

equations here due to space reasons.

Figure 3 visualizes the previous equations between

the previously described minimum and maximum pairs

to make them easier to follow for the reader. Please be

aware that the x and the y axis are using logarithmic

scale.
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Variable pruning equations.

The different equations make it possible to scale the

variable pruning with different „speed” between the

minimum and maximum values. As the results in the

next subsection will show, this was already enough to

reach significantly different behavior.

SNE 35(1) – 3/2025



For easier representation, the experiment results were

visualized in the Figures 4 - 6 in a unified way. Yel-

low background („th” on the X-axis) marks the fixed
threshold pruning strategies with different thresholds in

scientific notation. Green background („size” on the X-

axis) marks the fixed number of proxels pruning strate-

gies with different fixed proxel tree sizes, while blue

background („var” on the X-axis) marks the variable
pruning strategies with different equation IDs.

During the tests, we did not experience any state

space explosions, even with extremely small pruning

thresholds. This means that the merging efficiently

eliminates this problem, however, this is not a proof that

in case of a more complex model we would not expe-

rience any problems with the fixed threshold pruning
strategy, as this is the most vulnerable strategy regard-

ing state space explosions.

Figure 4 visualizes the performance criteria of the

experiment. Here we see that the fixed threshold prun-
ing needs to deal with an extreme uncertainty regarding

the number of proxels with decreasing pruning thresh-

old. This leads to a similar fluctuation/variation in the

execution time. The variable pruning efficiently copes

with this problem while using a significantly lower min-

imal threshold. The fixed number of proxels pruning
maintains predictable and low execution times.

In case of the proxel processing efficiency (Figure

4, top right) the variable pruning and the fixed thresh-
old pruning with lower thresholds outperform the fixed
number of proxels pruning by about 25− 30%. This

results from the fact that sorting the proxel tree is an

operation that is hard to parallelize.

The last graph in the Figure 4 visualizes the prob-

ability lost through pruning. Please be aware that the

probabilities are visualized on a logarithmic scale. One

would like to minimize that in order to get the possi-

bly most complete analysis of the state space. How-

ever, the first steps in case of the analysis play a crucial

role in this case, because the proxel probabilities are de-

creasing drastically over the analysis time domain. This

means that the proxels pruned away first basically deter-

mine the amount of probability lost. As we can see in

the picture, the fixed number of proxels pruning has a

really high spread for these values.

This shows that it could potentially throw away

important proxels. The fixed threshold pruning copes

with the problem well at lower pruning thresholds.

The variable pruning provides the best values with

somewhat higher spread than the fixed threshold prun-
ing. This is the indicator of being a good trade-off be-

tween the two other techniques.

Evaluation tries to compute the probability that a

given trace has been generated by a given model. In-

terestingly enough, most of the strategies provided the

same result to that question as it can be seen in Fig-

ure 5. Only the fixed threshold pruning strategies with

the thresholds 1e−1 and 1e−2 failed to reach the same

results, but in these cases only 1 or 2 proxels survived

the timesteps on average. In case of the fixed pruning

threshold 1e−10, which is the first test case that came

to the common solution, on average about 35 proxels

survived the timestep after pruning, so we expect that

a fixed number of proxels pruning with values under 50

could have also reached this result.

Not being able to reach a better result by process-

ing more proxels has to do with the fact that the proxel

probabilities are represented on a logarithmic scale. At

the end of the analysis a subset of proxels became dom-

inant (they had significantly higher probabilities) over

the remaining proxels. That part of the proxel tree com-

putationally defined the results.

This means that there is a sweet spot in the com-

putation and with an optimal number of proxels one is

able to compute the end result of the analysis very ef-

ficiently. In our case this sweet spot is somewhere be-

tween 35− 50 proxels. However, this cannot be stated

universally, because more complex systems might have

a higher optimal proxel number. Generally said, with a

threshold based pruning strategy one can get to the opti-

mum more easily than with the fixed number of proxels
pruning strategy, because it is very hard to find the op-

timal number of proxels without performing multiple

experiments.

Another important aspect is to keep enough proxels

in the tree to support diversity and to prevent the proxel

tree from dying out if something very unexpected hap-

pens, for example due to very strong pruning all the ex-

isting proxels become impossible in the next timestep.

This quality can be visualized with the pruning ratio, so

which amount of the proxels are kept on average after

the pruning step. This can be seen in Figure 6.

Here we see that the strategies that failed to reach

the common probability result have thrown away more

than 50% of the proxels on average from timestep to

timestep.
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Figure 4: Quality Measures of Different Pruning Strategies.
                 Note: Yellow background („th” on the X-axis) marks the fixed threshold pruning strategies with different thresholds. 
                       Green background („size” on the X-axis) marks the fixed number of proxels pruning strategies with different sizes. 
                    Blue background („var” on the X-axis) marks the variable pruning strategies with different equations.

-2
5

0
0

0
0

-1
5

0
0

0
0

-5
0

0
0

0 Evaluation probability

L
o

g
 p

ro
b

a
b

ili
ty

th
/1

e
-1

th
/1

e
-2

th
/1

e
-1

0

th
/1

e
-2

5

th
/1

e
-5

0

th
/1

e
-7

5

th
/1

e
-1

0
0

th
/1

e
-1

2
5

th
/1

e
-1

5
0

s
iz

e
/5

0

s
iz

e
/1

0
0

s
iz

e
/1

5
0

s
iz

e
/2

0
0

s
iz

e
/2

5
0

s
iz

e
/3

0
0

s
iz

e
/4

0
0

s
iz

e
/5

0
0

s
iz

e
/7

5
0

s
iz

e
/1

0
0

0

s
iz

e
/1

2
5

0

s
iz

e
/1

5
0

0

s
iz

e
/2

0
0

0

s
iz

e
/2

5
0

0

va
r/

r1

va
r/

r2

va
r/

r3

va
r/

r4

va
r/

r5

Figure 5: Probability of a given door protocol.
  Note: Information about the colors and abbreviations can 
   be found in the note below the caption of Figure 4.
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Figure 6: Pruning rate with different prunings.
    Note: Information about the colors and abbreviations can
     be found in the note below the caption of Figure 4.
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Generally, this is caused by the relatively small

number of proxels. Of course, with the increasing num-

ber of proxels the different strategies are keeping a

higher amount of proxels. This generally means also

higher fault tolerance toward very unlikely events in the

proxel-based analysis and also indicates higher robust-

ness for similar traces.

The goal of this paper was to give a general overview of

different pruning strategies for the evaluation problem

and to compare their properties.

All three of the analyzed pruning strategies are suit-

able for the evaluation problem. Problems like state

space explosion or dying out proxel trees are very un-

likely, as merging keeps the proxel tree under control

enabling the use of less strict pruning strategies com-

pared to the decoding problem [3]. We have not en-

countered them during our experiments. This generally

also shows that the pruning strategy has a smaller im-

pact on the results in case of the evaluation problem, as

long as they are parametrized in a reasonable way.

There is generally an optimum where the proxel-

based analysis reaches the final evaluation result with

a minimum number of proxels. However, finding this

sweet spot is not trivial and it surely requires multiple

test runs, which is not always possible in the real world.

In case of all three strategies the parameters need

to be chosen carefully. But with a good rule of thumb

solution like „one should keep at least 50−100 proxels

on average, but one should aim for more” one should be

on the safe side to get a good general solution with ac-

ceptable execution times. However, for more complex

systems a higher number of proxels might be needed.

The fixed number of proxels pruning performs good

enough to be a robust solution if one values highly pre-

dictable execution times over other properties. How-

ever, the proxel processing throughput might be a lim-

iting factor. If the desired property of the analysis is

to explore the state space as thoroughly as possible,

one should use the fixed threshold pruning or tweak the

variable pruning to speed up the execution time and get

some additional advantages, like less lost probability,

more diverse proxel tree, etc.

From a practical point of view there is no real limi-

tation that would prevent the user from utilizing any of

these pruning strategies in an experiment with artificial

data or in real world use-cases.
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Abstract. This paper presents the development of a
simulation model for battery-electric public transporta-
tion buses aimed at accurately predicting energy con-
sumption and state of charge with minimal input data.
The model considers driving resistances, elevation pro-
files, temperatures, and load conditions to closely repli-
cate real-world operational scenarios. Validation with
data from a Swiss public transport company shows high
accuracy in the prediction of energy consumption and
state of charge. The model facilitates precise route and
charging infrastructure planning, enhancing efficiency
and optimizing costs for public transport operators.

Introduction
In order to reduce CO2 emissions at European level, as

outlined in the Paris Agreement, the EU Climate and

Energy Framework, and the White Paper on Transport,

an increasing number of companies in the public trans-

portation sector are transitioning from combustion en-

gine buses to battery-electric buses.

This transition represents an important shift in the

transportation sector [1, 2]. A significant challenge in

this context is the variability in range depending on the

driven route (elevation profile, rural track, urban track),

temperature, and load [3].

To facilitate an effective transition to electromobility

in public transport, it is important to consider the energy

supply of the buses in advance [2].

To enable precise planning of the charging strat-

egy (depot or opportunity charging) and the associated

charging stations as well as network utilization, even

before the ordering of a new fleet, a simulation model

of an electric bus is created as part of this publication.

A challenge in this task is that the transport compa-

nies usually have limited technical data and information

about the electric buses.

Thus, the planning of fleets size and charging sta-

tions is often done by assuming average consumption

values determined in Standardized On Road Test cycles

(SORT) [4, 5]. These data are often very inaccurate and

do not reflect worst case scenarios or the exact local

conditions (e.g. low environmental temperatures or el-

evations).

The aim of this work is to develop a bus model with

few data that reflects as accurately as possible the con-

sumption and state of charge (SoC) of a battery-electric

bus, including powertrain data, heating, air condition-

ing, and auxiliary consumers for different route sections

taking into account altitude data, outside temperature

and load. This should enable precise mapping of route

sections, schedules, and extreme scenarios. The model

should also be easily adaptable to different bus types.

In the following sections, the functions and individual

components of the simulation model are described in

more detail. Furthermore, the input parameters and the

verification of the model are discussed, an outlook for

improvements and further applications is given.

1 Model Overview

This section provides an overview of the simulation

model. The structure and individual components are

described in more detail. The first step in developing

the model is to identify the available data and determine

how detailed the model should be.

For the initial setup of the model, the MAN Lion’s

City 12 E low-floor bus is selected, as data for verifica-

tion purposes are available from a battery-electric bus

fleet that is already in operation.

S N E  S H O R T  N O T E
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The model is designed so it can be easily re-

parameterized for other bus models through an initial-

ization script. Due to the limited availability of tech-

nical data, electric drive train components such as the

inverters are not physically simulated in detail, this also

ensures fast computation times. Instead, an efficiency

map based, purely longitudinal dynamic model was de-

veloped. Since the main focus is energy consumption,

the longitudinal dynamics prove to be sufficiently accu-

rate, as can be seen in the verification process.

Figure 1 provides an overview of the model. The

model inputs are a speed profile over time, elevation

profile over the distance traveled and average outside

temperature. Due to the monitoring system, the fleet

operators in this study have only access to sparsely sam-

pled GPS positions (5.3 samples per minute) without

altitude information. Consequently, these GPS points

require a special preprocessing methodology to recon-

struct the route data (including speed and road slope) to

a sufficient sampling frequency of 1 Hz. The detailed

methodology employed is described in [6].

This results in the total braking force Fbrake. Further-

more, the efficiency during driving and recuperation is

determined using the motor map stored in a lookup ta-

ble. As the specific motors installed in the MAN bus are

not known, the map of an asynchronous electric motor

with similar power data is used. Exemplary motor maps

are available in publications e.g. [8, 9] or can be gener-

ated via simulation tools such as Matlab or Motor CAD.

The driving resistances block uses Fmotor, the total brak-

ing force Fbrake, and the road gradient λ (d) as inputs.

Here, all necessary driving resistances of the bus are

calculated. These are rolling resistance FRW , air resis-

tance FRA, gradient resistance FRC, and inertia resistance

FRI . This results in the total driving resistance FR calcu-

lated in equation 1 using the individual resistances from

equation 2. [10]

FR = FRW +FRA +FRC +FRI (1)

FRW = mges ∗ g ∗ μ

FRA = cw ∗ A ∗ ρA

2
∗ v2

FRC = mges ∗ g ∗ sin(λ )
FRI = ax (ei ∗mnet +mpl)

(2)

The result is the longitudinal vehicle velocity, which

is fed back into the driver controller as vvehicle. Since

there are certain deviations between vre f and vvehicle
due to the driver controller, the road gradient λ (d) is

given over distance and not over time. This way, the

actual distance traveled can be calculated by integrating

the vehicle velocity, and the appropriate road gradient

at that position can be used.

To map power and energy consumption of the vehicle,

the power calculation block is introduced. The driving

power is initially calculated from motor force (Fmotor),

recuperated force (Frecu), and vehicle velocity (vvehicle).

Additionally, motor efficiency, determined from the

efficiency map, is used to calculate the required driving

power. For the gearbox and power electronics, a

constant efficiency is assumed.

The consumption of the Heating-Ventilation Air Con-

ditioning (HVAC) components also have a significant

impact on the range of electrically operated buses.

Consequently, the power of the heat pump is mapped

depending on outside temperature via a lookup table

[11].

Simulation model overview

As driver controller, the "Longitudinal Driver" com-

ponent of the Simulink vehicle dynamics blockset is

used as a PI controller [7]. This controls the vehicle

speed and outputs throttle and brake pedal position. In

the motor efficiency block, the current motor torque is

then determined using the accelerator pedal position

and the maximum possible torque for the current oper-

ating point. The maximum torque can be determined

from a motor map using the motor speed calculated

from the vehicle speed and the gear ratio.

From the motor torque, the motor force Fmotor that

drives the vehicle is then calculated using tire radius and

gear ratio. The recuperation force Frecu of the motor is

also calculated in this way. For strong decelerations, an

additional mechanical brake is used.

 et al.   S N 

    SNE 35(1) – 3/2025



Auxiliary consumers such as display boards, doors,

and compressors are taken into account with a con-

stant power consumption. The power of HVAC (PHVAC)

and auxiliary consumers (Paux) are introduced into the

power calculation block.

Thus, the total power (Ptotal) can be determined by

summing the power of the different components. By

integrating Ptotal , it is also possible to determine the en-

ergy (Euse)consumed for the driven cycle.

1.1 Battery Model

To be able to simulate the SOC of the vehicle, a bat-

tery model is added to the simulation model. Here, the

table-based battery model from the Simscape library

is used and populated with parameters from a nickel-

manganese-cobalt battery cell, which was used in a pre-

vious work [12]. The cell has a maximum Open-circuit

voltage (OCV) of 4.15 V (Vocv) and a capacity of 14.44

Ah (Cnom).

In the battery model, the OCV is calculated as a

function of the SoC and temperature. The internal re-

sistance also depends on the SoC and temperature (T)

[13]. Self-discharge and aging are initially neglected.

Only limited information is available about the bat-

tery installed in the MAN Lion’s City, though it is

known to be an 800 V system with 65 % of the 480

kWh battery capacity usable. Since the Simscape bat-

tery model is an electrical model, a current must be

calculated from the previously determined total vehicle

power (Ptotal). This is done using equation 3.

Ibat =
Ptotal

Ubat
(3)

Here Ptotal is the total power of all consumers deter-

mined in the power calculation block. Ubat is the battery

voltage measured at the battery model and delayed by

one time step. This approximates the battery current. A

controlled current source is then used to charge or dis-

charge the battery model. The SoC of the battery is then

calculated in the Simscape block using equation 4.

SoC(t) = SoC(t = 0)− 1

Cnom(T )

∫ t

0
(Ibat (t))dt (4)

This enables simulation of any route sections and cal-

culation of energy consumption as well as battery SoC.

1.2 Verification

To verify the functionality and parameterization of the

model, precise data must be collected. For this pur-

pose, data is provided by the Swiss transport company

"Verkehrsbetriebe Zürich" which is already operating

numerous electric buses and has a detailed monitoring

system.

The data used for verification are GPS position,

vehicle speed, elevation profile, outside temperature,

power of the heatpump, power of the powertrain, en-

ergy of auxiliary consumers and the SoC. With this

data, the exact consumption, divided into drivetrain

(driving and recuperation), heat pump depending on the

route and auxiliary consumers can be determined. The

same routes are also simulated with the longitudinal bus

model.

A comparison between the consumption for driv-

ing, recuperation, air conditioning, and auxiliary con-

sumers, as well as the SoC is made. Since the avail-

able test data was collected in winter, the installed diesel

heater was often recorded as active (activated at temper-

atures below 7 °C). The energy consumed by the heat-

pump is therefore very low.

Further verification of the HVAC modeling for other

seasons is planned. Figure 2 shows the SoC progression

of the real vehicle compared to the SoC progression of

the simulation model. For this comparison, the speed

recorded by the monitoring system is used as the input

for the simulation model. Additionally, the altitude data

is used to determine the incline over distance and also

serves as input. The environmental temperature is also

taken into account in the simulation. Here it can be seen

that the two SOC curves show only small deviations.

As route input, a round trip of 44 km length until a

charger is approached is used. To quantify the differ-

ences, the maximum deviation and the Mean Squared

Error (MSE) is calculated. The maximum deviation be-

tween the two SoC curves is 1.4469%. The calculated

MSE is 0.31737, which indicates a high level of con-

cordance between the two datasets.

Table 1 presents the energy consumption of the buses

main consumers on the same 44 km round trip as in

figure 2, broken down by drivetrain, HVAC and aux-

iliary consumers. This data also demonstrates that the

energy consumption per component in the simulation

model corresponds to the real-world data.
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State of charge of the battery model compared to
real vehicle data driving the same route

Edrivetrain EHVAC Eaux

Real data 57.07 kWh 0.84 kWh 11.98 kWh

Simulation 57.56 kWh 0 kWh 11.34 kWh

Energy consumption by component for simulation
and real data

This will determine whether an old bus is still ca-

pable of covering all routes with the available charg-

ing points. Furthermore, additional parameter files for

other buses should follow. Moreover, adding a more in-

telligent controller that can map different driver types

is conceivable. Integrating different driving styles is a

valuable addition to simulate the impact of driving be-

havior on energy consumption.

Overall, this battery-electric bus model represents

a powerful tool for planning and optimizing electric

bus fleets, supporting the sustainable transformation

of public transport, as the application in the project

FreeE-Bus funded by Interreg Alpenrhein-Bodensee-

Hochrhein shows.
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Appendix

A Cross sectional area

ax Acceleration in x direction

Cnom Nominal battery capacity

CO2 carbon dioxide

cw Drag coefficient

Eaux Energy consumption of auxiliary consumers

Edrivetrain Energy consumption of drivetrain

EHVAC Energy consumption of HVAC components

ei Moment of inertia addition-factor

Euse Energy consumption total

Fbrake Brake force

Fmotor Motor Force

FR Total driving resistance

FRA Aerodynamic drag

FRC Climbing resistance

Frecu Recuperation force

FRI Inertial resistance

FRW Wheel resistance

Ibat Battery current

mges Total vehicle mass with load

mnet Vehicle mass without load

mpl Mass of load

MSE Mean Squared Error

OCV Open circuit voltage

Paux Power auxiliary consumers

PHVAC Power Heating-Ventilation, Air Conditioning

Ptotal Total power

SoC State of Charge

SORT Standardized On Road Test cycle

Tout Environmental Temperature

Ubat Battery voltage

vvehicle Vehicle longitudinal velocity

vre f Reference velocity

λ (d) Road gradient as a function of distance

ρA Air density
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Abstract. We consider the task of system identification
and simulation via Dynamic Mode Decomposition (DMD)
and physics-informed DMD for a simple heat conduction
problem. In this regard, we consider the trade-off be-
tween data-driven andmodel-based simulation at the ex-
ample of the one-dimensional heat equation. Thereby,
we highlight the similarities between dynamic simula-
tion and data-driven modeling. More precisely, we show
how physics-informed DMD can be used to learn a data-
adaptive finite-difference model and how this relates to
the inherent limitations of finite-difference simulation.

Introduction

In recent years the scientific community has witnessed
remarkable progress in data-driven modeling based on
different machine learning (ML) models. However, the
universality and effectiveness of these models—most
often Deep Learning (DL) models—usually comes at
the price of explainability and the need for large data
sets. Scientific machine learning (SciML) tackles these
issues by task-specific modifications of classical ML
algorithms (e.g. incorporating prior knowledge leads
to domain-aware or physics-guided ML). These tech-
niques allow to utilize information provided through
available data while leveraging prior knowledge about
the system at hand.

This ideally results in interpretable and robust mod-
els, which are able to incorporate physical laws and al-
low for effective use of data.

In the following we consider simulation (and model
design in particular) at the intersection of data-driven
and model-driven approaches.

Based on the prominent example of heat conduction
(e.g. [1], p. 475) we use several types of Dynamic Mode
Decomposition (DMD, [2]) that implement different
levels of informedness up to a data-adaptive method
that basically implements a finite-difference model as
known from dynamic simulation (e.g. [3]).

The resulting scenario allows an almost seamless
transition of decided system modeling to data-adaptive
system identification. In this setting, we show how
well-known results from numerical analysis and com-
puter simulation can help to understand and improve
the use of ML techniques.

1 Methods
In the following we briefly review the required method-
ologies. For the sake of brevity a detailed considera-
tion of basic DMD, physics-informed DMD and finite-
difference methods is foregone. Instead reference is
made to [2], [1], [4] and [3] respectively.

1.1 DMD, Physics-informed & Structured DMD

In short, basic DMD is concerned with data-driven es-
timation of a linear operator that approximates the dy-
namics of a system at hand.

More precisely, assume we are given data X∈RN×T

consisting of T observations xt ∈ RN that are equidis-
tantly sampled in time.

The system dynamics that map xt to xt+1 may now
be approximated by solving the optimization problem

min
A∈RN×N

{
T−1

∑
t=1

∥xt+1 −Axt∥2
2

}
. (1)

The goal function may be rewritten as ∥X2 −AX1∥F ,
where X1,X2 ∈ RN×T−1 hold the first and last T − 1
columns of X respectively and ∥·∥F denotes the Frobe-
nius norm.
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Now the direct least-squares solution may be writ-
ten in terms of the pseudo-inverse X†

1 = VΣ
†UT using

the Singular Value Decomposition (SVD) X1 = UΣVT

(e.g. [2]).

Typically, a low-rank approximation Ar of A is
found by projection onto the leading left singular vec-
tors, which amounts to Ar = UrAUr. In this regard
the columns of Ψ = UΦ, where Φ are eigenvectors
ArΦ = ΦΛr, are referred to as dynamic modes.1 With
regard to the choice of r we follow [5].

Now, physics-informed DMD (piDMD, see [4]) is
a regularized form of basic DMD. In short, we solve
Eq. (1) subordinate to certain constraints on A, which
implement prior knowledge about the system at hand.
As an example, constraining A to be unitary implements
a conservative system.

In the following, we will make use of piDMD for
spatially local systems, i.e. we constrain A to be a
banded matrix in order to model local dependencies of
diffusive systems (cf. [4]).

Finally, we make use of structured DMD (sDMD,
see [6]), which sort of regularizes basic DMD by writ-
ing A in terms of Q elementary matrices Sq and seeking
an associated coefficient vector a ∈ Rq, i.e.

min
a∈Rq

T−1

∑
t=1

∥∥∥∥∥xt+1 −

(
Q

∑
q=1

aqSq

)
xt

∥∥∥∥∥
2

2

 .

This amounts to solving the linear system Za = c with

[Z]i, j =
T−1

∑
t=1

xT
t ST

j Sixt and [c]i =
T−1

∑
t=1

xT
t ST

i xt+1 (2)

with Z ∈ RQ×Q (see [6]). By choosing appropriate el-
ementary matrices Sq, sDMD can be used to incorpo-
rate prior knowledge, e.g. choosing Toeplitz matrices Sq
leads to a spatially shift-invariant system. In fact, this
formalism is based on ideas from shift-invariant time-
series analysis.

A broader view on “structured” learning in different
contexts is provided in [7]. Here, we use this formalism
in order to realize data-adaptive system identification
based on the finite-difference methods.

1In general, approximating system dynamics by a linear operator is
tied Koopman operator theory, which allows to trade nonlinear
finite-dimensional systems for infinite-dimensional linear systems
(provided an appropriate observable function). However, in this
work we are dealing with linear systems only.

1.2 Diffusive Systems, Solutions & Simulation

We consider a simple one-dimensional insulated diffu-
sive system, namely heat conduction on a bar of length
L. This implies Neumann boundaries, i.e. x′(t,0) =
x′(t,1) = 0, for the diffusion equation

∂x(t,s)
∂ t

= α
∂ 2x(t,s)

∂ s2 s ∈ [0,L], t > 0, (3)

where x(t,s) denotes the temperature at point s and
time t and α ∈ R+ is the diffusivity constant. The an-
alytical solution is found from the convolution integral
g(t,s) ∗ x(0,s) = x(t,s), where x(0,s) denotes the ini-
tial distribution and g(t,s) denotes a Gaussian distribu-
tion (e.g. [1], p. 475 et seqq.). The spatial convolution
amounts to pointwise multiplication in frequency do-
main and considering the boundary conditions yields

x(t,s) =
∞

∑
γ=0

ĉγ exp
(
−4αt

(
πγ

2L

)2
)

cos
(

2πγs
2L

)
, (4)

where ĉγ denotes the cosine Fourier series coefficients2

of the initial distribution x(0,s).

Beneath the analytical solution we consider numer-
ical solutions to Eq. (3) based on finite differences
(e.g. [3], p. 179). A one dimensional centered space
finite difference scheme can be written as

xk+1 =
α∆t
(∆s)2 Dxk +xk, k ∈ N, (5)

where xk := x((k + 1)∆t), ∆t and ∆s denote temporal
and spatial sampling intervals and D is a tridiagonal ma-
trix that is almost Toeplitz (except for the boundaries
terms), i.e.

D =


−2 2 0 · · · 0
1 −2 1 0 · · · 0

. . .
0 · · · 0 1 −2 1
0 · · · 0 2 −2

 ∈ RN×N . (6)

Thereby the condition on stability is (cf. [3], p. 181)

C =
2α∆t
(∆s)2 ≤ 1 or rather ∆t ≤ (∆s)2

2α
. (7)

2x(0,s) can be expressed by such a series via symmetric extension,
leading to 2L instead of L in the denominators of Eq. (4).
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A =




DMD

A =




piDMD

A =




HO-sDMD

A =


= a1


+a2


+a3


+a4


+a5




FD-sDMD
Te2,0 T0,e2 E1,2

trainable coefficients

. . .

Figure 1: An overview about the different variants of DMD and coefficients that are trained (with N = 11). In the matrices A each
color represents a different trainable coefficient. For FD-sDMD the sum of elementary matrices is explicitly shown.

1.3 piDMD and sDMD for Diffusive Systems

In the context diffusive systems as described above, it
is reasonable to use piDMD for spatially local systems
(cf. [4]). In respect of Eq. (5), particularly the matrix D,
we impose tri-diagonality constraints on A. A solution
to this kind of piDMD is provided in [4], p. 15.

A more specific modeling is possible via sDMD.
Here, we focus on the following three different variants.

FD-sDMD Let Tc,r ∈ RN×N denote a quadratic
Toeplitz matrix defined by the vectors c,r ∈ RN , its
first column and row respectively (necessarily their first
components are equal, i.e. [c]1 = [r]1).

Moreover, let Ei, j ∈RN×N denote a zero matrix with
a single component in row i and column j being one,
i.e. [Ei, j]i, j = 1. Finally, I is the identity matrix and ek
denotes its k-th column.

Now, we may express the structure of Eq. (5) via
sDMD in terms of the elementary matrices

S1 = I,S2 = Te2,0,S3 = T0,e2 ,S4 = E1,2,S5 = EN,N−1.

In this setting, sDMD is yields an adaptive finite-
difference model and that also learns boundary condi-
tions from data (FD-sDMD, see Fig. 1).

PE-sDMD. On top of sDMD one might incorporate
more prior knowledge about the discretized system D
(this implies knowledge about the boundary condi-
tions).

In this case sDMD reduces to parameter estimation
(PE-sDMD), since we solely consider a single structure
matrix S1 = D (cf. Eq. (6)). More precisely, in consid-
eration of Eq. (5) we solve

min
a1∈R

{
∑

T−1
t=1 ∥xt+1 −a1S1xt −xt∥2

2

}
,

such that a1 = ∑t xT
t ST

1 (xt+1 − xt)/∑t xT
t ST

1 S1xt
(cf. Eq. (2)) and A = a1S1 + I.

HO-sDMD. In contrast to the refinement of FD-
sDMD to PE-sDMD, we might also be interested in
more flexible structures. As there are countless possi-
bilities, it is reasonable to follow familiar models. Here
we consider a structure that loosely resembles a higher-
order finite difference scheme (HO-sDMD) via

S1 = I,S2 = Te2,0,S3 = T0,e2 ,S4 = Te3,0,S5 = T0,e3

and S6, . . . ,S15 being matrices Ei, j that dissolve the
Toeplitz structure at the boundaries. Visualizations of
the structures resulting from DMD, piDMD and the dif-
ferent variants of sDMD are provided in Fig. 1.

2 Experiments & Discussion

Now, we present some results of a detailed com-
parison of the aforementioned variants of DMD and
finite-difference simulation at the example of flow
prediction for a simple diffusive system.
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t

s

k∆t

n∆s

[xk]n = x(k∆t,n∆s)+ ε

sampling (noisy) observations:

Figure 2: Analytical solution of a 1D heat conduction problem
(left panel) and sampled data with N = 11 and
∆t ≈ 0.043s such that C = 1. The measurement noise
is modeled via additive Gaussian noise,
i.e. ε ∼ N (0,σ2) (by default σ2 = 0.005).
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0.1

0.2 relative error DMD
piDMD

HO-sDMD
FD-sDMD
PE-sDMD
Simulation

train-test ratio R

0,01 0,02 0,03 0,04 0,05

0.1
relative error

noise variance σ2
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0.1

0.2 relative error

sampling stability criterion C

Figure 3: Relative prediction error—the median of 100

runs—for different parameter sweeps. Missing
values indicate numerical instability. By default we
use C = 1,σ2 = 0.005 and R = 0.25 (with N = 21).

The special aspect of this setup is our ability to bring
together these two different paradigms in a novel way,
i.e. we are able to interpolate between data-driven and
model-driven simulation.3

Experimental Setup. We consider the problem of
heat conduction at the example of a unit length copper
rod, i.e. we fix L = 1m and set α based on the specific
thermal capacity, thermal conductance and density of
copper (α ≈ 0.1m2 s−1).

Moreover, we consider the time interval t ∈ [0,1].
For all following numerical evaluations the initial (heat)
distribution is described by a second order polynomial
with random coefficients, i.e.

x(0,s) = p0 + p1s+ p2s2, p0, p1, p2 ∼ N (0,1),

where N (0,1) denotes a zero mean and unit variance
normal distribution. Exemplary spatiotemporal data is
shown in Fig. 2. The analytical solution is computed ac-
cording to Section 1.2 using the discrete Fourier trans-
form to approximate the coefficients of the initial distri-
bution.

Discrete data is generated by equidistant sampling
of the analytical solution at N points in space. Temporal
sampling is bound to Eq. (7) and we consider different
stability settings by adjusting C (cf. Fig. 3). As indi-
cated in Fig. 2 the sampling process is combined with
additive noise.

As usual for data-adaptive algorithms, we perform
a train-test split, i.e. given T observations xt ∈ RN a
fraction of ⌈RT⌉ observations is used for training and
remaining data is used to evaluate performance. We
measure the average relative prediction error over all
test samples. Simulation-based predictions use the last
available training sample.

Results. The different graphs in Fig. 3 show relative
prediction errors for varying train-test ratio, noise
level and sampling respectively. The top graph shows
that model-driven prediction is clearly superior to
data-driven models although the latter improve with
increasing train-test ratio R.

easily
easily
easily

3Code is available under https://github.com/cmab92/
ASIM2024-DD-MD-DMD.
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The middle panel indicates that model-building also 
pays off in the presence of noise and again more struc-
ture increases performance. Finally, the results in the 
lower panel allow to draw the conclusion that especially 
the compromise between data-driven and model-driven 
solutions can be very effective.

Notably FD-sDMD is quite robust against a viola-
tion of the stability condition.

Outlook. Our results are a first attempt to 
“simulation-informed DMD”. We have shown at a 
simple example, that DMD and piDMD can be im-
proved by incorporating techniques that are typically 
used in dynamic simulation.

The results are promising and we believe that a sim-
ilar approach can be used for different ML algorithms. 
However, future work should focus on an evaluation of 
the proposed technique in more complex real-world ap-
plications.

Publication Remark. This contribution is the revised 
version of the conference version published in 
Tagungsband Kurzbeiträge ASIM SST 2024, 
ARGESIM Report AR 46, ISBN ebook: 978-3-903347- 64-9,  
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Abstract.  Autonomous Mobile Systems (AMS) offer sig-
nificant advantages for industry and private sectors by 
adapting to diverse and dynamic environments. To train 
these systems, large amounts of data are required, typi-
cally obtained from simulated environments. However, 
the creation of these environments is often labor-inten-
sive. Here, we propose a generative pipeline that provides 
a streamlined approach to virtual training and testing 
while allowing users to apply automated methods includ-
ing generative AI.  
Our pipeline consists of four, partly iterative main steps. 
The pipeline spans from the creation of individual assets 
to the utilization of the simulated environments. The pipe-
line is then implemented for an exemplary scenario, uti-
lizing multiple methods including generative AI.  
Furthermore, we propose a novel application of our pipe-
line to provide robots with the capabilities to “imagine” vir-
tual experiences based on anticipated tasks.  
The presented pipeline not only simplifies the process of 
generating simulated environments, but also resembles a 
scalable framework for developing increasingly complex 
AMS. 

Introduction 
Mobile robots, and in particular Autonomous Mobile 
Systems (AMS), are transforming the world. While 
transport robots are already well-established in industry, 
they have not yet reached their peak. In the coming years 
companies will expand their fleets and applications with 
new systems, increasingly powered by AI. [1] 

 

Developing and training AI models requires massive 
amounts of data to ensure performance in the demanding, 
large, dynamic, and diverse operating environments of 
AMS. One solution to reduce the effort associated with 
collection and annotation of the required data is simula-
tion. In simulated environments, the possibilities to gen-
erate synthetic data are virtually unlimited. However, 
generating data for all kinds of imaginable scenarios, is 
still related with large human efforts. Recent break-
throughs in generative AI could enable developers of 
AMS to reduce the needed effort while improving the 
quality of synthetic data from robotics simulation. 

Most of the existing work on the generation of simu-
lated robot training environments focuses on reinforce-
ment learning in small manipulation scenarios [2, 3]. 
Those do not lie within the scope of our work. One nota-
ble exception has been presented by Bonetto et al. Their 
approach focuses on “Generating Realistic Animated 
Dynamic Environments for Robotics Research”, abbre-
viated “GRADE” [4]. GRADE requires an existing set of 
assets. Bonetto et al. have, among others, proven that 
synthetic data from simulated environments can be suffi-
cient to train and validate vision-based robots [5, 6]. An-
other related approach that utilizes generative AI has 
been presented in the position paper “Towards Generalist 
Robots: A Promising Paradigm via Generative Simula-
tion” [7]. Their related work “RoboGen” [3] focuses on 
motion planning for stationary robots. Xian et al. define 
the term 'generative simulation'. Their concept is sup-
posed to generate scenes with accompanying robot tasks 
and at the same time include training supervision. Alt-
hough the authors discuss multiple ideas and claim to be 
able to generate infinite data for various robots in various 
environments, at the time of writing this paper, the work 
of Xian et al. remains primarily a literature review with-
out actual implementation. While an interesting physics 
simulator, GENESIS is currently missing the promised 
aspects of ‘generative simulation’. [8] 
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In this paper, we first identify methods that are rele-

vant in the context of simulated environments for AMS. 
We then present a generative pipeline for the creation of 
simulated environments for AMS. The pipeline consists 
of four main steps, which are partially iterative. In this 
modular approach, different methods can be employed in 
different steps of the pipeline. This applies to both con-
ventional methods and generative AI-methods. We fur-
thermore present an exemplary implementation of our 
pipeline that utilizes several of the methods discussed to 
create simulated environments, fully populated with AI-
generated assets. Finally, we introduce the concept of  
imaginative robots and propose the application of our 
pipeline to enable robots to prepare for new and unknown 
situations autonomously. 

1 Methods for the Creation of 
Simulated Environments 

Before defining a pipeline for creating simulated envi-
ronments, it is important to clarify the relevant methods. 
We identify four general methods that are relevant to 
simulated operating environments. These methods can 
incorporate existing models, databases, etc. Although 
these methods can be used in conjunction with each 
other, for the purpose of this discussion, we treat them as 
isolated from one another. We limit ourselves to a rather 
general evaluation, which is intended to provide general 
guidance. The presented methods may yield different re-
sults when specific approaches are evaluated. In this pa-
per we focus on static, unarticulated environments. Cus-
tomizability of assets and environments is still a relevant 
aspect for specific scenarios and with articulated models 
in mind for future work. 

1.1 Manual Methods 
The first and most obvious class of methods is manual 
methods. This classification includes all approaches 
where substantial work is done manually using tools such 
as Blender and Autodesk Maya [9, 10]. Although manual 
methods can utilize these tools, they do not involve auto-
mation. Users have control and may modify every aspect 
of their workpiece to fit within the requirements, as long 
as it is supported by the tools utilized.  

While manual methods can produce high-quality 
handcrafted results, the trade-off is that they are largely 
time consuming. Therefore, they are not suitable for 
large-scale simulated environments. 

1.2 Automated Reconstruction Methods 
Due to the time-intensity of manual methods, the appli-
cation of automated methods is attractive. A class of au-
tomated methods are methods for automated reconstruc-
tion. They are proven to be suitable for efficiently recon-
structing larger scale outdoor but also indoor environ-
ments. [11] 

Automated reconstruction approaches are often im-
plemented as photogrammetric methods based on RGB 
data, but might also incorporate depth data. The gathered 
data is then combined into photorealistic 3D models that 
accurately represent their real-world counterpart. [11, 12] 

A significant disadvantage of automated reconstruc-
tion methods is limited modifiability of the generated 
models. This hinders the application of photogrammetric 
methods in the context of generating new data for train-
ing and validation of AMS. Possible applications include 
the reconstruction of individual assets or the reconstruc-
tion of empty “base” environments that can be populated 
later on. 

1.3 Procedural Methods 
Methods for automated reconstruction cannot create new 
environments and therefore might be helpful in some as-
pects, but not to tackle the core problem of new and di-
verse data. Manual methods can build upon human imag-
ination to create new content - however strongly impeded 
by the necessary manual labor. Hence, we will now shift 
towards methods that are able to create entirely new as-
sets and environments with minimal human intervention. 

Procedural methods generate content algorithmically 
within predefined constraints, without the need for man-
ual input after an initial setup. These methods can pro-
duce a vast amount of diverse and complex data automat-
ically, both in a deterministic manner but also by incor-
porating random elements. The absence of a manual in-
put apart from the initial setup is a core feature of those 
procedural methods. 

Procedural methods are well established in computer 
games, where they are used to generate expansive virtual 
worlds, such as in commonly known Minecraft. They 
also find application in robotics simulation: NVIDIA 
Omniverse includes a "Domain Randomizer", able to al-
ter multiple parameters of a simulated scene randomly 
[13]. Further procedural approaches in robotics simula-
tion include Cropcraft [14] for generating simulated crop 
fields or the already mentioned GRADE [4]. [15, 16] 
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1.4 Generative AI-based Methods 
The next class of relevant methods is based on generative 
AI. Similar to procedural methods, generative AI-meth-
ods are able to computationally generate new content. 
Unlike procedural methods, they are generally not con-
strained to algorithmically predefined content.  

There are several popular approaches to implement-
ing generative AI, such as Generative Adversarial Net-
works (GANs), Variational Autoencoder (VAEs) or 
Transformer Models [17–19]. The latter might be the 
most publicly known type of model for being the basis of 
LLMs like ChatGPT. 

Another relevant approach involves diffusion models. 
Diffusion models start with random noise and iteratively 
refine it into a detailed output, guided by a prompt. In-
spired by the physical diffusion process, these models re-
verse noise addition, leveraging conditioning infor-
mation – like the provided prompt – to shape the noisy 
base towards the desired content. This approach enables 
the generation of high-quality outputs. [20, 21] 

A further notable approach are Neural Radiance 
Fields (NeRFs). NeRFs synthesize 3D scenes from 2D 
images by using deep neural networks to gain a volumet-
ric representation of a scene. They are able to generate 
high quality scenes, but at the cost of computational in-
efficiency. [22] 

1.5 Summary of Relevant Methods 
All of the methods discussed in this chapter are relevant 
and usable for creating simulated environments. How-
ever, each of them has specific advantages and disad-
vantages. Users have to choose a fitting method based on 
their specific needs. To summarize the findings of this 
chapter and to ease the decision-making process, Table 1 
provides a generalized comparison of the methods men-
tioned.  

All methods are compared in five categories and rated 
from -- (worst) up to ++ (best): 

• Human Effort involved, less is better 
• Quality of results assets 
• Customizability of assets for specific requirements, 

e.g. rigged objects 
• Hardware requirements imposed by the method; 

lower requirements are rated better 
• Originality, meaning the capability to generate new 

content 

 Manual Recon-
struction 

Proce-
dural Gen-AI 

Effort -- 0 + ++ 

Quality ++ + + - 

Customiza-
bility 

++ - - 0 

Hardware 
require-
ments 

0 - - -- 

Originality ++ -- 0 + 
 
Table 1: The four discussed methods for creating  

simulated environments are compared in  
regards to effort, quality, customizability, 
 hardware requirements and originality. 

2 Introduction of the 
Generative Pipeline 

In the following we introduce a pipeline which enables 
its users to create, compose and harness simulated envi-
ronments. All methods compared in the previous chapter 
can be applied throughout the pipeline. They may also be 
combined and different approaches might be used in dif-
ferent steps.  

The pipeline shown in Figure 1 consists of four steps, 
which are explained in a generic manner in this chapter. 
An exemplary implementation is described in the follow-
ing chapter. 

 
Figure 1: The proposed pipeline for the generation of sim-

ulated environments consists of four steps. 

The foundation of every virtual environment are its indi-
vidual components, which we refer to as assets. Hence 
the first step of the pipeline is the “Creation” step, where 
assets are generated. Those are 3D models of individual 
items, e.g., a machine or a table. They should be stored 
in a standardized and widely compatible format to ensure 
future usability. 
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The assets created in step one need to be classified 

and rated. This is done in step two, “Classification and 
Rating”. Depending on the method applied for creation 
of the assets, this step varies in complexity. The goal is 
to obtain a database of assets, classified at least by type 
and quality.  

An extensive, high quality model database is crucial 
for a successful implementation of later steps. Users might 
also incorporate existing and purchasable sets, needing to 
keep in mind the reduced control over the assets. 

Building upon the assets created and classified in the 
previous steps, we can proceed to the third step of “Com-
position”. Here the simulated environments are com-
posed from the models in the asset database. This step 
can vary greatly in complexity, depending on the size and 
complexity of the desired operating environment of the 
AMS in question. 

The fourth step represents the application or actual 
use of the simulated environment and does not lie within 
the scope of our work. Typical applications include the 
generation of synthetic data, validation of the AMS soft-
ware or reinforcement learning [5, 23]. 

Notably, the pipeline shown in Figure 1 does not end 
here. Instead, an iterative process is started after the ap-
plication step: The pipeline returns to the environment 
composition step. Here, a new simulated environment is 
created and then used for the desired application. This 
can be done over and over again.  

Compared to existing domain randomization ap-
proaches in robotics simulators, an entirely new environ-
ment can be created with minimal effort. The application 
can thus benefit from experiences in diverse and virtually 
unlimited environments. This is a core component of our 
approach and allows users to take full advantage of the 
work done in the first two steps. 

3 Exemplary Implementation of 
the generative Pipeline 

For the validation of the proposed pipeline, we chose a 
practically relevant scenario: An electronics production 
environment, which is to be used for the validation of an 
autonomous tow truck. In the following, we present an 
exemplary implementation of the pipeline using various 
methods. 

We chose to focus the application of generative AI on 
the first step of the pipeline.  

The second step is conducted manually due to the na-
ture of the results from the previous step. For step three 
we present and apply a highly adaptable procedural ap-
proach. In this publication the fourth step is limited to a qual-
itative evaluation of exemplary generated environments. 

For implementation we chose – independently from 
[4] – to use the .usd-format and NVIDIA Isaac Sim as 
simulation software. NVIDIA Isaac Sim offers signifi-
cant benefits in regards to graphics and thus evaluation 
of vision-based algorithms over the established Gazebo 
simulator [4, 24]. 

3.1 Creation of Assets through Generative AI 
In the first step of asset creation, we apply generative AI. 
After applying multiple AI-models and optimizing their 
settings, we settled on using MV Dream and Magic3D 
[25, 26]. Both were used through the threestudio frame-
work [27]. 

With the goal in mind of generating models that are 
as diverse as possible, Magic3D appears to be the better 
solution. Therefore, depending on the assets to be gener-
ated, one has to find a trade-off between higher quality or 
diverse assets. Generally, both approaches are able to 
generate 3D-models in usable quality as Figure 2 illus-
trates. The left section of the figure displays textured ren-
derings, while the right section represents the normals of 
the meshes. 

 
Figure 2: Both 3D models depicted are generated with the 

prompt “Industrial Reflow Oven”. The upper 
oven is created by Magic3D, the lower one by 
MVDream. 
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To ease the creation of a large number of assets, we 

use a script that automatically launches the AI model us-
ing a list of predefined prompts. The importance of using 
the right prompt when generating an asset is even more 
important than in 2D use cases. A prompt like “a pencil” 
likely won’t yield a usable result. A more promising 
prompt would be “an upright standing pencil”. 

3.2 Manual Classification and Rating of 
Components 

Due to the high hardware requirements of the AI models 
used in the first step, we were only able to generate a lim-
ited number of 300 assets over the course of multiple 
months. This low number of assets allows us to conduct 
the second step of the pipeline manually. It is simplified 
by the fact, that no classification of assets is needed due 
to the known prompts used for their creation. 

However, the quality of the generated assets varies 
significantly, even within models generated with the 
same prompt. The models are categorized into three dif-
ferent categories. “Good” are all useable models, “bad” 
are models where the mesh or texture have significant 
problems and “failed” for assets where the AI completely 
failed. Around 30% of the models are rated “good” and 
thus deemed usable.  

The models generated in the first step and rated 
“good” in this step form the basis for the next step of en-
vironment composition. Figure 3 shows a comparison of 
two models rated “bad” and “good”, created with the 
same prompt.  

Additional work is necessary for AI generated assets, 
since the AI-models we use are not aware of absolute 
scales. We thus have to scale and rotate the generated as-
sets manually. 

3.3 Procedural Environment Composition 
For environment composition, we present a procedural 
approach that uses environment subdivision and provides 
interfaces to the methods outlined above through a mod-
ular approach. For our implementation, we rely solely on 
our AI-generated model database. The environment com-
position can be divided into three substeps which are dis-
played in order in Figure 4. 

During layout generation, the available space is de-
fined. A randomly sized rectangle is defined as the base 
for the layout. 

 
 

 

 
Figure 3: Even with the same prompt, the resulting assets 

can vary greatly in quality, as illustrated in this 
comparison of results from Magic3D with the 
prompt “Pick and Place Machine”. The upper 
model is rated as “bad”, the lower one as “good”. 

 
Figure 4: The environment composition step can be  

broken down into the three substeps of layout 
generation, definition of bounding spaces  
and asset placement. 

 
Figure 5: This exemplary procedurally generated floor lay-

out consists of an office space (green), storage 
space (blue) and multiple production lines (red). 

Next, the generated space is subdivided – also ran-
domly – into the available classes of space. For our im-
plementation, those are: 

• Office space 
• Storage space 
• Production space 
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The latter is further divided into multiple production 

lines, depending on the size of the plant. An exemplary 
result of this process is shown in Figure 5. 
Subsequently, the defined spaces are further partitioned 
into bounding spaces. They are defined by their size, po-
sition and subtype. An iterative algorithm divides the 
spaces defined by the layout into smaller rectangular 
bounding spaces. Their size is chosen randomly within 
predefined bounds that are dependent on the class of the 
space. An exception is made for the production lines: To 
achieve a more realistic, uniform layout, their size is only 
generated once for each layout and thus identical. 

Each bounding space is then equipped with a proce-
durally generated group of assets. For this purpose, a sub-
function is called for each bounding space. This function 
generates a fitting group of assets within the given space. 
In our implementation, the function is defined among 
others for workplaces, storage racks, and production 
lines. An exemplary, randomly generated production line 
is shown in Figure 6. 

 
Figure 6: The depicted exemplary production line com-

posed within step three consists of three differ-
ent AI-generated machines, which are used two 
or three times. 

For the placement of the production lines in our environ-
ments, a modification has been made: While the sub-
function generally generates a new group of assets for 
each bounding space, this is not fitting for the production 
lines. In practice, a production plant often operates sev-
eral identical production lines. Therefore, a number of 
types of production lines is randomly chosen after space 
partitioning. The different lines – such as the one in Fig-
ure 6 – are stored separately from the main .usd file. In-
stead of generating a new production line for each de-
fined space, one is then randomly chosen from the pre-
generated lines and placed within the available space in-
cluding a randomized offset. By adding the modifications 
for the production lines to our implementation, we are 
both able to generate random environments and also to 
obtain areas where a specific structure is necessary. 

3.4 Assessment of Generated Environments 
In this paper we restrict the application step to a qualita-
tive assessment of environments generated by the pipe-
line. An advanced application is discussed in chapter 4.2. 
Figure 7, Figure 8, and Figure 9 represent examples of 
each kind of area defined in our implementation. 

From the exemplary screenshots we conclude that the 
presented pipeline and its implementation are suitable for 
the generation of simulated environments for AMS. The 
generated environments do not yet reach the same level 
of detail as handcrafted simulated environments. How-
ever, while composing an environment by hand would 
take hours or days, our pipeline is capable of composing 
environments in minutes on a standard desktop computer. 
We expect that advances in generative AI and further im-
provements to the pipeline will make it possible to gen-
erate environments and their assets with higher quality 
and more resource efficient in the near future. 

 
Figure 7: This screenshot from an environment generated 

by our implementation of the pipeline depicts 
an office area composed with AI-generated 
workplaces. There are multiple different  
desks present, picked randomly from the  
asset database. 

 
Figure 8: This screenshot from an environment generated 

by our implementation of the pipeline depicts a 
storage area with a number of AI-generated 
storage racks. 
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Figure 9: This screenshot from an environment generated 

by our implementation of the pipeline shows a 
production area consisting of multiple produc-
tion lines with AI-generated machines. The  
lines on the left are identical and have been  
procedurally composed within step three. 

4 Imaginative Robots 
Imagination is a key capability that signifies advanced in-
telligence. Humans, along with few other species, pos-
sess the ability to foresee the outcomes of events they 
have not experienced by mentally simulating them. This 
ability to mentally simulate novel scenarios is closely 
linked to high cognitive flexibility and problem-solving 
capabilities. [28, 29] This translates to robots as well: 
While humans can anticipate and adapt based on imag-
ined events, autonomous robots can hardly generalize 
and remain limited to explicitly programmed or learnt be-
haviours. Based on two well-established definitions of 
imagination from the Oxford English Dictionary [30] and 
the Oxford Dictionary of Philosophy [31], we define an 
imaginative robot as follows: 

An imaginative robot is a robot capable of inde-
pendently generating new interactive models of environ-
ments and situations that the system does not actually 
perceive, while combining knowledge in novel ways and 
anticipating possible scenarios. 

We argue that building on the capabilities of the pre-
sented pipeline, imaginative robots could be realized and 
substantially improve the adaptability and flexibility of 
AMS. In the following, we lay out a concept and path 
towards imaginative robots. 

4.1 Perception 
Like all autonomous systems [32], an imaginative robot 
needs to gather knowledge about its environment through 
perception.  

A key requirement of imaginative robots is a seman-
tically rich and multimodal environment perception. 
While a simple Lidar-sensor might be sufficient for basic 
navigation tasks, modern AMS including humanoid ro-
bots need more additional information such as provided 
by cameras. 

Meaningful information needs to be extracted and 
processed semantically. A key challenge is identifying 
relevant information and discarding irrelevant data. 
While modern foundation models such as Grounding-
DINO [33] are in theory capable of identifying arbitrary 
objects, the necessary computing power and storage hin-
der their widespread and continuous application. [34] 

4.2 Memory and Anticipation 
The second key component of an imaginative robot is its 
memory. This memory goes beyond classical maps for 
mobile robots and introduces multiple new components. 

Our concept involves building a comprehensive data-
base of environmental information and contexts ex-
tracted from reality on the one hand, and storing the ro-
bot's capabilities and related experiences on the other. 
This memory will need to comprise of a combination of 
vector- and graph-based databases to facilitate the effi-
cient storage and retrieval of necessary information. It 
also needs to rank the importance of information and al-
low for forgetting information, eg. by frequency of oc-
curence as well as impact on the system. This approach 
forms the basis for a key capability of imaginative robots: 
Anticipation. 

Based on past experiences and current information – 
such as sensory input or a high-level task to solve – an 
imaginative robot can make assumptions about future 
events and tasks. A crucial element of anticipation is to 
take action or prepare prior to the expected event [35]. 
This takes the form of thought experiments based on the 
pipeline presented in this paper and is the reason for call-
ing this concept imaginative robots. 

4.3 Thought Experiments 
As a thought experiment in the context of imaginative ro-
bots we define the intelligent generation of simulated en-
vironments in preparation for anticipated events. Using 
the modular generation process described previously, the 
system can target specific performance or knowledge 
gaps by constructing scenarios tailored to the robot’s 
needs.  
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To improve domain adaptation and reduce the Sim2-

Real gap, memorized real-world relationships and ob-
jects are integrated directly into the simulations. 

An imaginative robot repeatedly invokes these 
thought experiments to learn from them, thereby improv-
ing task performance. Rather than stopping after a fixed 
number of trials, the system continuously monitors key 
metrics to determine when additional simulations are re-
quired – a concept related to curriculum learning and ac-
tive learning [36, 37].  

Because a large number of experiments can be run 
with minimal effort, the robot can focus on areas that 
need improvement while also testing a wide range of pos-
sible outcomes for upcoming scenarios. Once perfor-
mance in these thought experiments reaches a satisfac-
tory level, the robot stops them and completes the antici-
pation process. This way, a continually learning and self-
improving system could be implemented that closely re-
sembles natural mechanisms for imagination and antici-
pation. 

5 Discussion 
The validation of the generative pipeline presented in this 
paper underscores the pivotal role that generative AI 
plays in the future development of AMS. The structured 
and modular approach proves to be essential as it allows 
for updates in step with advances in AI technology, en-
suring that new and more advanced solutions can be 
seamlessly integrated.  

The pipeline can generate diverse and virtually unlim-
ited environments with minimal human input, although it 
does not fully replace human design expertise. It provides 
a scalable solution to the data generation challenges en-
countered in AMS training and validation, and enables 
rapid synthetic data production. 

The current implementation has several important 
limitations. Environment generation is restricted to 
strictly rectangular layouts with limited room classifica-
tions, while asset placement functions must be manually 
coded, which limits both variety and realism in the simu-
lated environments.  

Furthermore, the manual evaluation process for gen-
erated assets, while feasible for the limited scale demon-
strated, is likely to be unsustainable for larger-scale im-
plementations.  

 
 

The computational requirements also hinder wider 
application, as the generative AI models required approx-
imately 40 GB of VRAM, taking two to three hours per 
asset on an NVIDIA RTX 6000 ADA graphics card.  

The usage of generative AI thus represents significant 
hardware acquisition and operational costs. 

Despite these limitations, the pipeline offers a solid 
foundation for future work. Its design enables the incor-
poration of newer AI models and the potential automa-
tion of asset evaluation and improvement of layout gen-
eration. Such enhancements would reduce manual inter-
vention, improve overall quality, and expand the range of 
scenarios that can be simulated. The concept of imagina-
tive robots, while currently in a preliminary stage, is also 
supported by this approach, hinting at a future where au-
tonomous systems can generate and adapt to novel virtual 
experiences based on anticipated tasks. 

6 Conclusion and Future Work 
In this paper, we introduced a pipeline designed for gen-
erating simulated environments for AMS. This pipeline 
covers the entire spectrum from the creation of individual 
assets to the generation of complete simulated environ-
ments. It enables the rapid generation of large amounts of 
synthetic data, which is invaluable for robot training and 
validation. 

Special attention was paid to advances in generative 
AI, which offer significant improvements over traditional 
methods. To validate our proposed pipeline, we imple-
mented it and successfully generated a wide range of 
electronics manufacturing environments, populated by 
AI-generated assets. In addition, we introduced an inno-
vative concept aimed at creating imaginative robots. 

To exploit the full potential of our pipeline, we antic-
ipate further developments in generative AI, which is ad-
vancing at a remarkable pace. Our ongoing efforts will 
focus on integrating newer AI models, such as 
LATTE3D or TRELLIS [38, 39]. Initial tests have al-
ready shown gains in both efficiency and quality. Addi-
tionally, we foresee the application of generative AI at 
various stages of the pipeline, including asset evaluation 
and layout generation, thereby broadening the range of 
scenarios and domains the pipeline can address. In addi-
tion, interactive, physically simulated objects would ex-
pand the potential applications of the generated environ-
ments. 
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Building on these advancements, we aim to fully re-

alize the concept of imaginative robots. Currently, this is 
achievable to some extent, but as our pipeline evolves to 
generate new assets and types of environments on the go, 
its full potential will be unlocked.  

Until then, the use of existing assets and predefined 
environment classifications provides a sufficient interim 
solution. 
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